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Abstract. The paper explores Large Language Model (LLM) training on custom datasets for 

classification microservice development. As training general purpose models for every possible situation is not 

feasible on smaller scale, because of limitations of computation power, usage of smaller model architectures, 

such as NanoGPT for training LLM model for specific use-case is a more cost-effective solution. In this article 

the dataset “Internet Movie Database (IMDB)” is applied in the experiment for LLM training. The dataset 

IMDB contains user comments about movies. Training criteria was Cross-entropy Loss (CELoss) and Binary 

Cross-entropy Loss (BCELoss), which were compared in the experiment. LLM training showed that validation 

accuracy for CELoss is 85.84% while validation accuracy for BCELoss is 86.1%. The biggest difference was 

in the consistency of results as distance between minimal and maximal accuracy for CELoss was 2.36%, but 

BCELoss distance between minimal and maximal accuracy was 1.04% providing more stable accuracy. 
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Introduction 

With advancement of artificial intelligence (AI) and popularity of Large Language 

Models (LLMs) through AI tools like ChatGPT [1] and Gemini [2] released by companies 

OpenAI and Google, the development of LLMs become strongly intensive after 2022 (see Fig. 

1). ChatGPT and Gemini are general purpose tools and cover all possible topics that users may 

request within a communication. Meanwhile, LLM-based microservices with specific 

knowledge are required for less ambitious projects like internet shops, recommendation 

systems, etc. 

The goal of this article is to experimentally compare two LLM architectures with 

training strategies: Cross-entropy Loss (CELoss) and Binary Cross-entropy Loss (BCELoss). 

 

 

 
Fig. 1. Documents by year: large language models (Scopus) 
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Materials and methods 

Dataset 

Dataset [3] used in this experiment contains 50000 reviews from Internet Movie Database 

(IMDB). The reviews are divided on 25000 “positive” and 25000 “negative” categories. 

Randomly selected 25000 training samples and 2500 validation samples were used for LLM 

training. 

The dataset contains no more than 30 reviews per each movie. The training and testing 

datasets contained different movies to disclose the memorizing unique terms for specific movie, 

which could impact on approximation. 

 

LLM architecture 

CELoss and BSELoss training strategies require specific architecture for each case. 

BSELoss is related to binary classification – one output with two states “True” or “False”. 

Meanwhile, CELoss is used for multiple classification tasks with binary outputs. 

LLM classifier is a lightweight architecture of design presented in the article “Attention 

Is All You Need” [4]. The LLM classifier contains only encoder part and classifier layer without 

decoder part (see Fig. 2). The LLM architecture without Position Encoding was applied in this 

experiment. The original architecture contains Softmax classifier, which is trained using 

CELoss strategy. If there is one output as in the case of dataset IMDB, it can be replaced by 

Sigmoid output with BSELoss. 

PyTorch framework was applied in the experiment. Tiktokenizer was used for text 

embedding, cl100k_base version.  

 
Fig. 2. LLM classifier with Softmax and CELoss 

 

Experiment 

Training was done using Nvidia GeForce RTX 4070Ti video card with support of CUDA 

technology [5]. 5 training runs were performed using each criterion to be able to calculate mean 

result. Each training run consisted of 10 epochs. 

The first criteria that was used in the experiment was CELoss. CELoss calculates the loss 

by taking the negative log of the predicted probability assigned to the “True” class. If the model 

predicts a high probability for the true class, the loss is low. Conversely, if the model predicts 

a low probability for the “True” class, the loss is high.  

Mathematically, for a single instance, the Cross-entropy Loss is defined as [6]: 

𝐿 =  − ∑ 𝑦𝑜,𝑐 log(𝑝𝑜,𝑐)𝑀
𝑐=1                                                   (1) 

where: 

• L is the loss for one instance, 

• M is number of classes, 

• yo,c is a binary indicator of whether class c is the correct classification for the 

observation o, 

• po,c is the predicted probability that observation o belongs to class c. 
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Binary Cross-entropy Loss quantifies the difference between the “True” labels and the 

predicted probabilities of the “positive” class. For a model to perform well, it should predict 

probabilities close to 1 for the “True” class and close to 0 for the “False” class. The loss for 

each instance is calculated as [7]: 

𝐿 =  ∑ [𝑦𝑖 𝑙𝑜𝑔(𝑝𝑖) + (1 −  𝑦𝑖) 𝑙𝑜𝑔(1 −  𝑝𝑖)]𝑁
𝑖=1                                           (2) 

where: 

• L is the loss calculated over all instances, 

• N is the number of instances, 

• yi is the “True” label for instance i, and 

• pi is the predicted probability that instance i is of the positive class. 

The function penalizes the predictions that are confidently wrong more heavily, 

encouraging the model to be as accurate as possible. 

 

Results 

The training results are depicted in Table 1. The better results were achieved when 

BCELoss was used. The minimal BCELoss accuracy was 85.48% while the minimal accuracy 

for CELoss was 84.24%. The maximal accuracy for BCELoss was achieved at 86.52% and it 

was less than CELoss with accuracy of 86.6%.  

 
Table 1. 

LLM testing results 

 min mean median max 

BCELoss 85.48 86.1 86.32 86.52 

CrossEntropyLoss 84.24 85.84 86.36 86.6 

 

Discussion  

The achieved results show that there is no significant difference in accuracy between two 

LLMs with BCELoss and CELoss training strategies, but it is important to consider consistency 

of results (see Fig. 3). BCELoss distance between the minimal and maximal accuracy is only 

1.04% while at the same time distance between the minimal and maximal when using CELoss 

is 2.36%. In situations where multiple models are trained and finetuned, smaller distance 

between the minimal and maximal accuracy will result in better overall accuracy of the final 

model. 

 

 
Fig.3. LLM validation accuracy results 

 

If results are examined by each epoch, then progress of training can be discussed. If we 

look at the best run of BCELoss criteria in Fig. 4, the 3rd epoch showed the best improvement 

of accuracy, but later epochs provided less implementation in comparison. Important to take 
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note, that training and validation graphs show differences in values, which are relatively close 

to each other, and it may be wise to try training again, but increase the number of epochs. 

 

 
Fig. 4. BCELoss training accuracy with 10 epochs 

 

If we look at the CELoss accuracy graph in Fig. 5, we can see that increase in accuracy 

in the 3rd epoch is great as well, but the validation accuracy after the 3rd epoch stats to slow 

down and at the end of graph at 10th epoch stated to drop down. The distance between 

validation and training accuracy is growing for each epoch. It may result in situation where 

validation may not increase and stagnates at 85%, but further testing is required. 
 

 
Fig.5. CrossEntropyLoss training accuracy with 10 epochs 
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