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15.starptautiskas zinatniski praktiskas konferences “Vide. Tehnologija. Resursi” materialos &etros s€jumos ir parstavéti jaunakie
pétijumi vides inZenierzinatng, vides un dabas aizsardziba, ilgtsp&jiga lauksaimnieciba, energétika, materialzinatné, mehanika,
metalapstradg, lazeru tehnologijas, matematiskaja modelésana, elektrotehnika, vides ekonomika un vadiba, informacijas tehnologijas
un sociotehnisko sistému model&sana, vides izglitiba un ilgtspgjigas attistibas procesos, izglitiba inzenierzinatnés, aizsardzibas un
drosibas tehnologijas. Krajuma parstavéto pétijumu joma ir daudzpusiga un starpdisciplinara, balstita uz starptautisko zinatnieku
kolektivu sasniegumu rezultatiem. Konferences materialos ieklauti 303 zinatniskie raksti. Konferences dalibnieki parstav 23 valstis.
Si konference un konferences materialu krajums ir veltiti konferences “Vide. Tehnologija. Resursi” dibinataja un konferences
ilggadéja priekSseédétaja profesora Dr.habil.geol. Gotfrida Novika pieminai.

15.starptautiskas zinatniski praktiskas konferences “Vide. Tehnologija. Resursi” norises vieta ir "Vasil Levski" Nacionala Militara
universitate, Veliko Tarnovo, Bulgarija.

Proceedings of the 15" International Scientific and Practical Conference “Environment. Technology. Resources” include recent
research in fields of engineering, environmental and nature protection, sustainable agriculture, energy, material science, mechanics,
metalworking, laser technologies, mathematical modelling, electrical engineering, environmental economics and management,
information technologies and sociotechnical systems modelling, environmental education and sustainable development, education in
engineering sciences, defense and security technologies. The research area presented in the proceedings is comprehensive and cross
disciplinary-based, on advances of international researchers. The proceedings comprise 303 scientific papers. Conference participants
represent 23 countries.

This conference and proceedings are dedicated to the conference "Environment. Technology. Resources" founder and long-time
chairman of the conference, professor Dr.habil.geol. Gotfrids Noviks memory.

15th International Scientific and Practical Conference “Environment. Technology. Resources.” hosted by "Vasil Levski" National
Military University, Veliko Tarnovo, Bulgaria.

https://conferences.rta.lv/index.php/ETR/ETR2024

Link to conference proceedings: http://journals.rta.lv/index.php/ETR
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Abstract. Physical activity is one of the triggers to sustainable Science”. The Citizen Science is an ever-growing field of
economic and social development of societies. The Political public engagement with science, and recent years have seen
Declaration of the 2030 Agenda reflects on “the contribution an increasing number of studies examining its potential [3].
sports make to the empowerment of women and of young The conclusions, made by authors of this research, are useful
people, individuals and communities, as well as to health, for various sports and active lifestyle events’ organizers,
education and social inclusion objectives” [1]. COVID-19 supporters, spectators and others, involved in the
restrictions forced the industry to find new ways to organize organization process of physical activity and sports events to
interregional and international events and find the ways out attract more participants, spectators and tourists to their
of the sudden crisis [2]. In this paper, authors focus on areas.

analysis of physical activity and sports recovery process after Keywords: post COVID-19, socio-technical modelling, sports,
COVID-19 pandemic that has created profound challenges system dynamic.
for youngsters and their family members. This research

relies on empirical data collected from main orienteering I. INTRODUCTION

sports events in Latvia and demonstrates original forecast

model that compliments existing system dynamic simulation COVID-19 has caused multiple, unforeseen, and
2 bl

models affected by COVID-19 situation with respect to

increased level of digitalization and extensive use of . . . .
technologies. Research outcomes demonstrate that the worldwide. Addressing these impacts in the aftermath of

cancellation of sports activities negatively affects such social such a complex crisis r'equ1res collaborative appr.oaches
aspects as people mobility, social cohesion, emotional ~ Where the whole-of-society works together to build and
satisfaction and excitement. As follows, it leads to lower strengthen its resilience [4]. Consequently, it is important
physical and mental activity for individuals, especially to forecast the impact of COVID-19 pandemic on the sports
children and youth. At the same time, the research outcomes  events management and tourism industries to determine
of authors’ developed system dynamics simulation model  effectiveness of government policies in supporting the
shows that a recovery process of analysed physical activity  ,,5trecovery process of these industries. From a business
and sports events is reasonably fast and, in the most'cases,'m perspective, a good understanding of the effects of the
two years reached a level of pre-COVID-19 period with L. . .
pandemic is likely to provide the actors of the tourism

tendency to positive growth in future. Created original ; . . .
system dynamic simulation model embraces full data sets of industry substantial insights on how to build and implement

ten years (2014-2023), extracted from orienteering sports  cffective decision-making frameworks that can, in turn,
events published data in Latvia, as well as outcomes of  ensure rapid responses to unanticipated events that threaten
several practical testing and theoretical research activities in the financial sustainability of their businesses [5],[6],[7].
Latvia and Albania. For collection and systemization of Although the COVID-19 pandemic forced the various
empirical data, authors used the concept of “Citizen  event organizers to adopt their events to virtual and

cascading impacts that have severely affected societies
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hybrid formats, the concept of virtual or hybrid events is
not applicable to outdoor physical activity and sports
events where physical presence and active participation are
mandatory elements [8].

The objective of this research is to determine an impact
of COVID-19 pandemic and evaluate the recovery process
of observed physical activity and sports events in Latvia.
Authors are trying to find an answer to the specific research
question: “What are the major trends of recovery process
from COVID-19 pandemic impact for the societies, concer-
ning specific physical activity and sports events in Latvia?”’

II. MATERIALS AND METHODS

For mentioned above research purpose had been
designed comprehensive logical structure to identify and
analyse main factors of the physical activity recovery
process on the post COVID-19 period in Latvia. An
integrated set of methods and data management activities
carried out by the authors of this research:

a) Theoretical literature studies on the contribution
what physical training and sports make to the enhancing
social inclusion objectives for individuals and
communities.

b)  Analysis of eight major orienteering sports events
case studies with purpose to understand how physical
activity and sports recovery process has been emerged
before/during/after COVID-19 pandemic based on the
available data sets collected by event organizers and
published on: https://lof.lv/rezultati [10].

c)  Authors collected available data sets by exploiting
“Citizen Science” concept and published single data set for
the period of the last 10 years (2014-2023) for seven major
events and eight years for one event, all including three
years period affected by COVID-19 pandemic.

d) For analysed events, authors calculated “trend-
lines” and derived formulas for later use in STELLA
system dynamic modelling tool as differential equations to
simulate the recovery process from COVID-19 pandemic
period and further development forecasting.

e) From complete data set, authors identified and
adjusted three specific cases in Year 2020 when events had
been postponed from regular spring activity period to the
summer period with less or no-existent restrictions imposed
by COVID-19.

f) From complete data set, authors adjusted two
special cases in Year 2021 when events had been organised
in special “COVID-19” mode with respect to all specific
restrictions imposed by COVID-19 procedures in Latvia.

g) For model verification and validation purposes a
cumulative trend-line had been calculated statistically from
72 events in total (6 events excluded because of COVID-
19 restrictions) during the last 10 years period from year
2014 until year 2023.

h) Finally, based on collected data sets and
statistically calculated polynomial trend-lines of individual
events by use of specific differential equations authors
created the original system dynamic simulation model in
STELLA modelling environment. The purpose of model is
to forecast the velocity of recovery process for physical
activity and sports events in Latvia after restrictions
imposed by COVID-19 pandemic.

18

In this research to determine the most appropriate
modelling differential equations and calculated values used
for converters, instead of traditional linear trend-line
statistical function had been used polynomial trend-line
statistical function which provides more reliable results in
case of datasets where some data is missing, equal to zero
or fluctuating over the time. Polynomial trend line
describes a regression through equation y=Xi(ai'xi), with
degree of polynomial is given as 2. All statistically
calculated formulas of trend-lines further in this article
displayed above graphs in the figures of the next chapters.

III. RESULTS AND DISCUSSION

Reliable data sets from eight major Latvian orienteering
sports events had been analysed during this research by
exploiting “Citizen Science” concept using data collected
and calculated electronically by Latvian orienteering sports
clubs within period from year 2014 until year 2023.

All available data from events authors collected in the
single data set (Table 1) for the period of the last 10 years
for seven major events and eight years for one event (it
starts in year 2016), all data sets include full three years
period from 2020 until year 2022, affected by COVID-19
pandemic.

TABLE 1 TOTAL NUMBER OF PARTICIPANTS (ALL EVENTS)

IYEAR YEAR YEAR YEAR YEAR YEAR
2014 2015 2016 2017 2018 2019

YEAR YEAR YEAR
2020 2021 202

IYEAR

[EVENT TITLE 2023

[Maza Balva 347 441 348 347 273 512 (308 480 405 (540
(Ozona (Rigas) fempionats [452 384 445 432 372 512 486 461 (540
|Aronas kauss 337 360 343 442 201 309 |55§ 500 561 482
[Ziemeln divdienas 520 508 501 518 434 4390 515 407 548 (650

[Kurzemes pavasaris 669 630 808 738 708 728 838 900

L garaja distance 441 520 405 530 528 583 517 525 (80
[Latvijas Skolu kauss h*lfA NA 642 208 668 666 562
[Rizas kausi 910 785 746 633 805 868
[N TOTAL 3676 3637 4328 3917 4079 4717 (2133 3026 3990 4710
IAVERAGE PER EVENT 525 520 541 490 510 674 |533 432 570 [580
|\Special notes: 3 events (2 events

original in imited

data “covid”™

change) mode)

The total number of participants in all eight events in
year 2019 grows up until 4717 people and after have
significant decrease in the first year of Covid-19 pandemic
until 2133 participants. Data shows also quick adaptation
of organizers to the specific situation and number of
participants steadily grow up during the next three years
and in year 2023 almost are levelling the situation before
Covid-19 pandemic (Fig.1).

f(x) = 18,4924242424242 x> - 200,065151515151 x + 4209,7
R? =0,0330530185418458
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Fig. 1. Total number of participants in all events


https://lof.lv/rezultati

Environment. Technology. Resources. Rezekne, Latvia

Proceedings of the 15" International Scientific and Practical Conference. Volume II, 17-21

Cumulative data set and pre-calculated polynomial
trend-line formula attributes in this research authors’ use
further for the verification and validation stages of the
activity forecast model.

Trend-line calculation formulas and mathematical
values for use as STELLA convertors and differential
equations authors’ calculated separately for each event.
Fig. 2 reveals that “Maza Balva” event did not have
significant loss in number of participants, mostly because
of activity in summer time with less Covid-19 pandemic
restrictions.

f(x) = 3,924242424242 x* - 23,20909090909 X + 396,4666666667
R? = 0,554932977935703
600 =
512 489 49!
500 =
400
300 73
200
100
0
YEAR YEAR YEAR YEAR YEAR YEAR YEAR YEAR YEAR YEAR
2014 2015 2016 2017 2018 2019 2020 2021 2022 2023

Fig. 2. Number of participants in "Mazd balva" event.

Covid-19 restrictions critically influenced “Ozona
(Rigas) cempionats” event (Fig. 3) in year 2020 and
organizer decided to cancel this event completely. Change
of activity time from spring to summer in 2021 had positive
effect with almost no impact from Covid-19 restrictions.

f(x) = 6,96590909090909 x* - 74,2613636363636 x + 549,65
R?=0,123310828816326
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Fig. 3. Number of participants in "Ozona (Rigas) cempionats"
event.
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Fig. 4. Number of participants in "Aronas kauss" event.
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“Aronas kauss” event (Fig. 4) did not suffer
significantly from Covid-19 restrictions because postponed
this event and organized it later in autumn when the most
of restrictions imposed by Covid-19 had been cancelled.

Organized as traditional late springtime event “Ziemelu
divdienas” (Fig. 5) some problems experienced in year
2021, with decrease in number of participants
approximately 20% but successfully recovered during the
next year and continue growing.

f(x) = 6,18560606060605 x* - 62,126515151515 x + 607,55
R? =0,544752343651693
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Fig. 5. Number of participants in "Ziemelu divdienas" event.

As a season opening event in the first days of April,
significant impact had “Kurzemes pavasaris™ orienteering
event (Fig. 6) in year 2020 when it was cancelled
completely as well as in year 2021 when it had been
organized in a very limited “protective distancing” mode.
However, in years 2022 and 2023 this event recovered in
full extent with figures even higher than in pre-Covid-19
period.

f(x) = 12,45454545455 x* - 144,3878787879 x + 946,1333333333
R?=0,126108787186398
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Fig. 6. Number of participants in "Kurzemes pavasaris" event.

Different trends display events “LC garaja distancg”
(Fig. 7) organized in late autumn period, with almost no
impact during pandemic but with slower velocity of
recovery in years 2022 and 2023 when the most of
pandemic restrictions was non-existent.

Orienteering event “Latvijas Skolu kauss” (Fig. 8)
shows trend similar to “Kurzemes pavasaris” event. Both
events planned their activities in April with significant
reductions in year 2020 and 2021. In year, 2020 organizers
cancelled this event, but in year 2021 they got just half from
number of participants than before Covid-19 limitations.
The heaviest impact from Covid-19 restrictions met event
“Rigas kausi” (Fig. 9). Because of competition area
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locations close to the capital Riga it was forbidden to
organize in spring bigger scale events for three years period
from 2020 till 2022.

f(x) = - 5,227272727273 x2 + 63,23939393939 X
+384,5333333333
R? = 0,533627847750024
700 665
600 529 = 525
500 4 =°
400
300
200
100
0
YEAR YEAR YEAR YEAR YEAR YEAR YEAR YEAR YEAR YEAR
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S

Fig. 7. Number of participants in "LC garaja distancé" event.

f(x) = 14,90476 190476 x> — 148,3571428571 x + 742,2857142857
R?=0,115735736895508
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Fig. 8. Number of participants in "Latvijas skolu kauss" event.
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Fig. 9. Number of participants in "Rigas kausi" event.

All statistical trend-line functions and calculation
formulas authors used in the next modelling step to create
the final cumulative system dynamic simulation model in
STELLA modelling environment (Fig. 10).

Latvian physical activity events recovery model
outcome (as a cumulative recovery forecast line) after
Covid-19 limitations period shows a positive development
trend and, as expected, during the next two years it will
exceed the level of pre- Covid period by total number of
participants in Latvia organized physical activity events.
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IV. CONCLUSIONS

Limitations and prohibitions imposed during the
COVID-19 pandemic had negative impact to the most of
outdoor sports and physical activities as in lower quality of
events as well as in decreased number of participants and
athlete performance aspects [11],[12].

The system dynamic simulation model in STELLA
shows that physical activity and sports events in Latvia
have started showing the significant positive trends of
recovery after three years of the COVID-19 pandemic and
have stable growing tendency in total number of attracted
participants of organized events (Fig. 11).

© RECOVERY FORECAST LINE
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Fig. 11. Cumulative forecast trend-line (predicted total number of
participants from 2023 until 2028) in STELLA.

The result of created STELLA model proves the
validity of authors’ originally created system dynamic
simulation model, the cumulative statistical trend-line from
analysed events has similar tendency as STELLA produced
forecast line concerning predicted number of participants
in physical activity and sports events for the next five years.
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Abstract. The opportunities that Artificial Intelligence and
the principles of Algorithmic management provide to
modern managers bring undeniable advantages for the
development of a competitive business in today's extremely
difficult business environment. At the same time, however,
the effect of their use should be carefully analysed from the
point of view of the compliance of the employees opinion in
the enterprise - mainly in line with the observance and
guarantee of basic rights of the employees. In this regard,
the European Parliament and the European Council
launched a legislative initiative to define harmonized rules
within the Community on the use of artificial intelligence.
Concepts such as "algorithmic discrimination" were
introduced quite purposefully at the regulation level, given
the risk of possible abuses associated with the use of Al
This report aims to ascertain the views of employers and
employees on the use of artificial intelligence in Human
Resource Management. The report presents and analyses
data from an empirical study conducted among managers
and employees in leading ICT enterprises in Bulgaria.
According to our responders, one of the biggest advantages
of using Al in Human Resources Management is related to
the elimination of subjectivity in performance evaluation
and the possibility of fair play in the procedures of internal
selection of employees. At the same time, employees with
more experience (over 10 years) are more sceptical of the
idea of their work performance being evaluated solely by
Al while younger workers show more trust in Al solutions.
However, both managers and workers recognize that it is
best for the final decision in determining career
development to be made by a person, but justified by the
analyses made by Al The report draws conclusions and
recommendations that can serve both researchers and
business managers. Certainly, Al is yet to undergo a very
large development and application, including in the Human
Resource Management, but at the same time it should not
be at the expense of affected rights.

Keywords: Algorithmic management, Artificial Intelligence,
Human Resource Management, ICT companies.

I. INTRODUCTION

The opportunities that Artificial Intelligence (AI) and
the principles of algorithmic management provide to
modern managers bring undeniable advantages for the
development of a competitive business in today's
extremely difficult business environment. At the same
time, however, the effect of their use should be carefully
analysed from the point of view of the compliance of the
employees’ opinion in the enterprise - mainly in line with
the observance and guarantee of basic rights of the
employees. In this regard, the European Parliament and
the European Council launched a legislative initiative to
define harmonized rules within the Community on the use
of artificial intelligence. Concepts such as "algorithmic
discrimination" were introduced quite purposefully at the
regulation level, given the risk of possible abuses
associated with the use of Al. This report aims to ascertain
the views of employers and employees on the use of
artificial intelligence in Human Resource Management.
The report presents and analyses data from an empirical
study conducted among managers and employees in
leading ICT enterprises in Bulgaria.

The empirical study and results, presented in this
paper, are part of an overall project, financed by the
University of National and World Economy, dedicated to
the Developing Strategies for Digital Human Resource
Management in Innovative Business Organizations. The
idea of developing and focusing specific research
especially for ICT companies as supportive results for the
preparation of the biggest empirical research (covering
different companies in all sectors of economy), came as a
logical next step for the project activities and achieving
project results.
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II. MATERIALS AND METHODS

A.

Although the Algorithmic management (AM) has its
origin back to the 20th century, it could be argued that it’s
a relatively new concept that has become a very important
topic among both practitioners and scholars, respectively,
due to the fast development of Artificial Intelligence (Al)
and its implementation in various aspects of business
activities. Yu Zhou, Lijun Wang, Wansi Chen [1] explore
the potential negative effects using AM. They delve into
the negative impacts of Al-enabled HRM by focusing on
three key algorithmic features: comprehensiveness,
instantaneity, and opacity. Langer and Konig [2] also
warn that opacity is one of the biggest problems and at the
same time — key characteristic of algorithm-based HRM.
They proposed a specific strategy based on complex
measures combining technical solutions, set of training
and education and regulations in this field. For Otting and
Maier [3] the most important thing in decision making
process is to guarantee the procedural justice, no matter
who has made the decision — human or some kind of
intelligence system. They admit that the type of agent
responsible for decision does not moderate justice effects.
Lukacs and Varadi [4] explore the European framework in
data protection and the Al based automated decision-
making in the employment process. Authors claim that
despite its limitations, the Al Act represents a significant
step forward in establishing a framework for regulating Al
and fostering the development of trustworthy Al systems.
They also admit that this Act provides a foundation for
shaping global norms and standards surrounding Al
usage. By promoting Al systems that align, to some
extent, with human values and interests, it aims to
enhance accountability, transparency, and ethical
considerations in Al deployment. In essence, the Al Act
serves as a crucial starting point in addressing the
complexities and challenges associated with Al
governance, ultimately contributing to the advancement of
responsible and beneficial Al technologies.

Literature review

Manroop, Malik and Milner [5] pay attention on the
ethic features of using big data in HRM, especially
analyzing personal data for pure corporate purposes.
Andrieux, Johnson, Sarabadani and Slyke [6] also explore
the ethical aspects of generative Al in HRM and propose a
set of recommendations for practitioners, where the
continuous learning is a key understanding of the overall
process of securing the ethic standards in generative Al
based HRM. A comprehensive analyse on the use of
generative Al in HRM is provided by Lukaszewski and
Stone [7], also considering the ethical and moral
principles of management. They admit that it is not
necessary to have specific legislation in this field, but the
organizations should act proactively and to develop and
adopt special strategy and procedures securing their
potential employees, present staff and the entire company
in general.

When we consider the use of AI in HRM, one of the
serious questions is the decision for career development
(respectively decisions for promotion and punishments,
including the most severe — for job termination).
Interesting findings in this aspect are proposed by
Bartosiak and Modlinski [8], Kong, Yin, Baruch and
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Yuan [9]; Gryncewicz, Zygala and Pilch [10]; Dimcheva
and Stoyanov [11].

The use of Al in strategic HRM and securing high
quality standards is presented by Aguinis, Beltran and
Cope [12]. They provide examples how generative Al
could be used successfully as an assistant in different
HRM procedures. Marler [13] studies the possibilities of
using Al and algorithms to develop and apply a
compensation strategy of a business company,
recognizing that they could improve the ability of
organization to attract, retain and motivate employees.
Compensation is one of the six workable areas of using
algorithms and Al in HRM, outlined by Parent-Rocheleau
and Parker [14], the rest are the following: monitoring,
goal settings, performance management, scheduling and
job termination. Specifics of the minimum wage
formation for long period in Bulgarian context is
comprehensively analyzed by Mancheva and Stamatev
[15]. ICT and more specifically Al and algorithms are
profoundly studied by Anguelov [16], who admits that it
is impossible to imagine today a competitive and
progressive business company without using Al in HRM
in its everyday routines, despite a lot of difficulties and
new challenges. Interesting observations in terms of HRM
digitization activities are presented by Mihova, Ivanova,
Anguelov in [17].

In summary of the literature review it could be
concluded that the discussion on the usage of algorithms
and Al in HRM is a complex problem combining different
aspects: from legislation ones through ethical and moral
questions, to the securing sustainability and
competitiveness of the company and level of employees’
motivation and satisfaction.

B.  Methodology of the research

The current research has for the main objective to
understand the opinion of employees, employers and
managers on the use of Algorithmic Management (AM)
and Artificial Intelligence (AI) in Human Resource
Management (HRM). We purposefully chose to study the
specified target groups from the field of ICT companies
operating in Bulgaria. The reasons for this choice are as
follows: First, ICT is an extremely dynamic sector of the
economy, which is characterized by a high level of
innovation, which means that companies in this sector
have to by default embrace new trends in order to survive
in the competitive market. Second, given the high
dynamics of work and the level of stress, the people
working in these companies are mostly young and
motivated (especially comparing to the staff in business
organization from a traditional sector), ready to prove
themselves, but also ready to accept changes. Thirdly, in
Bulgaria in the field of ICT there is a wide variety of
companies both in terms of their size (micro, small,
medium and large), but also in terms of the way in which
they are created - with Bulgarian financing, with a help of
a foreign investor, a subsidiary of an international
company, etc., which could give a valuable information
on the practice. And finally: this choice is conditioned by
the fact that the ICT sector in Bulgaria can be perceived as
an indicator of the future development of the other, not so
rich in innovation and change sectors of the economy.
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In order to achieve the main objective of the study, I
chose to conduct an empirical study using a specially
designed questionnaire. The questionnaire consists of 14
questions, most of them are closed and only 2 are open.
All closed-ended questions were mandatory for
respondents to answer, while open-ended questions were
left to the discretion of the respondents in case they had
something to share. The predominant choice of closed
questions is in line with the fact that the survey is
distributed among actively working people in one of the
most dynamic sectors of the economy, and in order to get
more responses, the completion of the survey should not
be time-consuming while not requiring to make
unnecessary efforts on the part of the respondents. In
order to protect personal data, sensitive information, such
as names, social security numbers, etc., is not collected
from respondents. The survey was distributed in an
electronic environment among those working in leading
ICT companies in Bulgaria, by sending a link from
Google Firms. It was explicitly explained to everyone that
the survey was anonymous and voluntary, and that the
collected information would be wused solely and
exclusively for scientific purposes.

The research goes through the main three phases:

Preparatory Phase - held in November 2023. Activities
carried out:

— Formulation of the questionnaire.

— Testing of the questionnaire, in order to establish
the effectiveness of the choice of questions, their
content, sequence, level of understanding by the
respondents and comprehensiveness of the
expected answers.

After testing the questionnaire and making
corrections for its improvement, its final version is
reached, which allows the actual conduct of the
research.

Main Phase - held in the period December2023 —
January 2024. Activities performed during the stage:

Designing the questionnaire and preparing it to be
completed by respondents in an online
environment.

Preliminary testing of the functionalities of the
questionnaire, in order to limit gaps.

Achieving questionnaire visibility across different
devices used by respondents.

Defining the number of companies and collecting
e-mail addresses for potential responders

Conducting various activities securing the spread
of the information for the survey and questionnaire
among working people in ICT sector: different
special meetings with managers, phone calls etc.

Distribution of the questionnaire in an online
environment.

Completion of the the

respondents.

questionnaire by

24

Final Phase: February 2024

— processing and analysis of the obtained results

on the basis of the received data and their
analysis - conclusions and recommendations made

III.

As a result of efforts to distribute the questionnaire to
the widest possible range of ICT companies in Bulgaria,
and given the time constraints, we received a total of 135
responses, of which 74 were from men and the remaining
61 were from women. The rest components from the
responders’ profile are presented on table 1.

RESULTS AND DISCUSSION

TABLE 1 PROFILE OF THE RESPONDERS

Answers
in %

Number of
answers
received

Component

Possible options for
answers

From 18 to 30

From 31 to 40 52 39

Over 50 11 8
Work Employee 79 59
position

Manager 41 30

Owner 15 11
Place of Sofia 83 61
work

Big city 42 31

Small town 10 7

As it can be seen from the Table 1, the major part pf
our responders (53%) are between 18 and 30 years old.
This fact could be easily explained due to the traditional
profile of employees in ICT company from one side, and
from the other — young people usually are more willing to
participate in such type of studies than their older
colleagues. The group between 31 and 40 years old
represent 39% of our responders. The rest people (8%) are
over 50 years old. In terms of work position, it is not
surprising the finding that 59% of responders are
employees, another 41 people (or 30%) claim that are
manager, which also could be analysed in the line that in
our questionnaire we do not justify the different managers
positions within one ICT company. Therefore, the
achieved result on this question is understandable. The
smallest group are people who admit that they are owners
of the business. We attribute this relatively high response
rate from people in such a position to the efforts we made
to meet face-to-face with the top management of a number
of companies. The majority of our responders work in
Sofia (61%) which findings is relevant to the situation in
Bulgaria from one side and for the efforts for personal
meeting in the preparational phase of the study, from the
other side. The cumulative profile of the company is
presented on Table 2.
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TABLE 2 PROFILE OF THE RESPONDERS" COMPANIES

Component Possible options Number of Answers

for answers answers in %

received

W BSOS TENUEIEN Only Bulgarian 33 24
e e o8 Both Bulgarian and 39 29
company foreign

Only Foreign 57 42

investments

I am not sure 6 4
Company Size Micro 18 13

Small 86 64

Big 31 23
| OIS 8 [n Bulgaria 38 28
Headquarters In another 65 48
O R1EG)EVVAS European country

Outside Europe

32 24

For the purpose of the study it is interesting to
understand where the main funding of the companies
comes from. According to the received answers, the
biggest group of the responders work in the company with
only foreign investments (42%), while another 29% claim
that the company they work for is financed both by
Bulgarian and foreign resources. Only 24% of our
responders work in company with only Bulgarian
investments. A very small percentage of respondents (4%)
are not sure about the basic funding of the company,
which is also possible if we consider the newly appointed
employees in the organizations with small experience.

The major part of responders admit that their
organization is small (64%), followed by people working
in big companies (23%) and finally — responders in micro
companies are 13%. This result again is not surprising for
the ICT sector, considering the fact that we have serious
foreign investments and divisions of multinational ICT
companies in Bulgaria. This observation is only deepened
considering the response in the next question — for the
headquarter of the company of our responders. Here the
picture is even clearer — only 28% of the companies of our
responders are in Bulgaria, versus 48% - from country in
Europe (excluding Bulgaria) and another 24% who claim
that the headquarter of their companies is outside Europe.

The next question explores the level of experience of
our responders in the field of ICT. The answers are
presented on fig. 1.

36

Ve

39

= Less than 1 year = 1-3 years = 3-5 years = 5+ years

Fig. 1. Level of experience of the responders in the ICT field, in %

As it can be seen from the figure, the majority of
responders is distributed among two almost equal groups -
39% of people claim that their experience is between 3-5
years, while 36% have 5+ years of experience in ICT.
Only 7% of responders have less than 1 years in ICT. The
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result of this question is not very difficult to understand,
having in mind that serious companies in ICT have their
own specific policy of attracting young people and usually
have different programmes with universities for
scholarship or other forms of partnership.

The next question is the following “How familiar are
you with the concepts of algorithmic management and Al
in Human Resource Management (HRM)?”. (fig. 2). Here
in the two super opposite answers we have relatively
modest accumulation of answers. Only 5 % admit that
they are not familiar at all, while another 12% claim that
extremely familiar. The majority of the responders again
is allocated in two general, almost equal groups — 37% of
our responders assured that they are very familiar with the
concept and another 35% consider themselves as
moderately familiar.

12 5 11

| —

37

= Not familiar atall = Slightly familiar

Moderately familiar = Very familiar

= Extremely familiar

Fig. 2. Level of self-evaluation on the concept of AM and Al in HRM,
in %

The next question assesses the personal opinion of
responders in different predefined areas of advantages of
using Al and AM in HRM. The question is “What, in your
opinion, are the main advantages of using algorithmic
management and Al in HRM in ICT companies?”.
Responders have to select between 5 scale where 1 is the
weakest rating and 5 is the strongest. Results are
cumulative presented in fig. 3.

The next question is similar to the previous, but this
time responders are asked to assess the disadvantages of
the AM and Al in ICT, (using the same scale from 1 to 5
where 1 where 1 is the weakest rating and 5 is the
strongest). Results are cumulative presented in fig. 4.

As it can be seen from the fig. 5, respondents are
relatively reserved about the disadvantages of using Al
and MA in HRM, especially compering to the results,
achieved in the previous question. Here the first three
serious disadvantages, according to the results are the
following: Privacy Concerns (regarding the collection and
analysis of sensitive personal data for purposes such as
performance evaluation, workforce planning, and talent
management), with highest score of 4,6 (in maximum 5).
The second disadvantage is defined the potential for Data
Breaches and Security Risk, with score of 4,3. Storing and
processing large volumes of employee data for
algorithmic management and Al in HRM poses security
risks such as data breaches, unauthorized access, and
misuse of personal information, especially in ICT
companies with valuable intellectual property and
sensitive client information. On the third place comes the
Loss of Human Judgment and Creativity with score of 3,
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6. Over-reliance on algorithmic decision-making may
diminish the role of human judgment, intuition, and
creativity in HRM, potentially stifling innovation and
problem-solving in ICT companies that thrive on
ingenuity and out-of-the-box thinking. At the bottom of
this ranking are Lack of Human Touch (with score of 1,7),
Resistance to Change (1,3) and Loss of Organizational
Engagement (1,1).

Lack of subjectivity in performance evaluation

Continuous Learning and Devel,

Compliance and Risk Management
Customer Experience Enhancement
Innovation and Product Development  p—
Cybersecurity Risk Mitigation

Agile Workforce Planning

Enhanced Performance

Optimal Resource Allocation

Skills Gap Identification

o
=
N
w

Fig. 3. Evaluation on the benefits of using Al and AM in HRM

The next question follows the same logic of the
previous two, but this time the responders are asked to
assess the interaction between AM and Al in the context
of the employee-manager relationship. The question is
“How do you evaluate the level of impact that AM and Al
could have on the employee-manager relationship in ICT
company?”’. Responders use the same scale from 1 to 5,
where 1 is the weakest impact rating and 5 is the strongest
impact rating). Results are cumulative presented in fig. 5.

Loss of Organizational Engagement
Regulatory Compliance Challenges

Loss of Human Judgment and Creativity

Potential for Data Breaches and Security...

Algorithmic Transparency and...
Over-reliance on Quantitative Metrics
Resistance to Change

Privacy Concerns

Lack of Human Touch

Risk of Bias and Discrimination

o
=
N
w

Fig. 4. Evaluation on the disadvantages of using Al and AM in HRM

The main three strongest impact, according to the
obtained results are Efficient Project Management (with
4,7 score), alignment with Technical Goals and Objectives
(4,5 score) and Enhanced Technical Support and
Guidance (with 4,2). The weakest impact our responders
defined for the Identification of skills gaps and
Development needs.
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Potential for Micromanagement

Identification of Skill Gaps and Development
Needs

I
I
Alignment with Technical Goals and Objectives I
Efficient Project Management .
Increased Autonomy and Empowerment [
Data-Driven Performance Evaluation  [INEE—————
I

Enhanced Technical Support and Guidance

o

1 2 3 4 5

Fig. 5. Interaction between AM and Al in the context of the employee-
manager relationship

The last two questions are open in order to collect
opinion for the two important field. The first one open
question is the following: How do you perceive the role of
human judgment and intervention in HR processes that
utilize algorithmic management and AI?

According to our responders, one of the biggest
advantages of using Al in Human Resources Management
is related to the elimination of subjectivity in performance
evaluation and the possibility of fair play in the
procedures of internal selection of employees. At the same
time, employees with more experience (over 10 years) are
more sceptical of the idea of their work performance
being evaluated solely by AI, while younger workers
show more trust in Al solutions. However, both managers
and workers recognize that it is best for the final decision
in determining career development to be made by a
person, but justified by the analyses made by Al. At the
same time some people admit that human judgment is
important including in terms of adaptation in rapid
changing environments and addressing unforeseen
situations.

The very last question of the questionnaire is “How do
you envision the future of HRM in ICT companies with
the increasing integration of algorithmic management and
AlI?”. Here the variation of answers was again in line
further deepening the Human — A/ AM collaboration,
leveraging their strengths. Some of people truly believe
that in near future the recruitment process will be fully
automated, while others claim that Talent Management
will be even more in focus. The central place of the
answers remains the idea of the data-driven decision-
making process.

Iv.

The results obtained from the empirical research on
the use of Algorithmic Management and Artificial
Intelligence for the purposes of Human Resource
Management, conducted among ICT companies in
Bulgaria, unequivocally show that employees,
management and business owners positively define their
need and implementation. At the same time, the
respondents show a comparative understanding of the
outlined disadvantages in the use of AM and Al, believing
that with the development of technologies these
shortcomings could be overcome. In this line, our
recommendations could be summarized in the following
several proposals:

RECOMMENDATIONS
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Developing advanced predictive analytics for
workforce planning in ICT companies

The development of advanced predictive analytics for
workforce planning represents a strategic imperative for
ICT companies seeking to thrive in an increasingly
competitive and dynamic environment. By leveraging Al
algorithms to predict future workforce trends, skills gaps,
and talent needs, organizations can gain a significant
competitive advantage by aligning their human capital
strategies with business objectives and market demands.
Through collaborative efforts, continuous learning, and
ethical practices, the vision of proactive workforce
planning and talent management can be realized, driving
innovation, growth, and success in the ICT sector.

Dynamic skill matching for optimal resource
allocation in ICT companies

The development of Al-powered platforms for
dynamic skill matching represents a strategic opportunity
for ICT companies to optimize resource allocation,
enhance project outcomes, and foster employee growth
and satisfaction. By leveraging real-time data and Al
algorithms, organizations can ensure that the right talent is
deployed for each task, maximizing efficiency and
productivity. Through continuous learning, transparency,
and a focus on fairness and privacy, the vision of dynamic
skill matching can be realized, driving innovation, agility,
and success in the ICT sector.Al-powered employee
feedback systems: Develop Al-driven feedback systems
that collect, analyze, and synthesize employee feedback
from various sources, including performance reviews,
surveys, and social media. This will provide valuable
insights into employee sentiment and engagement,
enabling HR teams to take proactive measures to address
concerns and improve employee satisfaction.

Establishing ethical Al guidelines for HRM in ICT
companies

Establishing ethical Al guidelines specific to HRM in
ICT companies is essential to foster trust, fairness, and
accountability in Al-driven HRM processes. By
promoting transparency, mitigating bias, and upholding
ethical principles, organizations can harness the
transformative potential of Al while safeguarding against
potential risks and ethical concerns. Through
collaboration, education, and continuous improvement,
the vision of responsible Al governance in HRM can be
realized, driving positive outcomes for employees,
candidates, and organizations alike within the ICT sector.

Implementing explainable Al for decision support in
HRM

Implementing Explainable Al for Decision Support in
HRM is crucial for enhancing transparency, trust, and
accountability in algorithmic decision-making processes.
By enabling stakeholders to wunderstand how Al
algorithms analyze data and generate recommendations,
organizations can foster collaboration, informed decision-
making, and ethical Al governance in HRM. Through
continuous improvement, transparency, and collaboration,
the vision of XAl-enabled HRM can be realized, driving
positive outcomes for employees, managers, and
organizations alike.
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Developing collaborative human-AI workflows for
HRM

Developing  collaborative  human-Al ~ workflows
represents a strategic opportunity for HRM to leverage the
strengths of both humans and Al systems, driving
efficiency, innovation, and value creation. By fostering a
culture of collaboration, learning, and ethical Al
governance, organizations can harness the full potential of
Al while preserving human-centric values and ensuring
that decision-making processes remain empathetic,
ethical, and inclusive. Through continuous improvement,
interdisciplinary collaboration, and human-centric design,
the vision of collaborative human-Al workflows can be
realized, driving positive outcomes for HR professionals,
employees, and organizations in the digital age.

Implementing Al-driven talent acquisition strategies
in ICT companies

Implementing Al-driven talent acquisition strategies
represents a strategic initiative for ICT companies seeking
to attract and retain top talent in a competitive market. By
leveraging Al technologies to automate and optimize
recruitment processes, organizations can improve
efficiency, enhance candidate quality, and foster diversity
and inclusion. Through ethical considerations, continuous
learning, and data-driven decision-making, the vision of
Al-driven talent acquisition can be realized, driving
positive outcomes for HR professionals, candidates, and
organizations in the ICT sector.

V. CONCLUSION

The ICT sector is one of the most dynamically
developing, with fierce competition and a passion for
future progress. People working in ICT companies are
used to the dynamics of the external and internal
environment and, therefore, are more inclined to embrace
new technologies, innovations and trends. In this
connection is the proposed study related to the
possibilities of using Algorithmic Management and
Artificial Intelligence for the purposes of Human
Resource Management in ICT companies. Their
experience could subsequently be used in the development
of digitalization of HRM strategies for companies from
other economic sectors.

Our proposals for the future development of AM and
Al in HRM in ICT companies are the following:
Developing advanced predictive analytics for workforce
planning in ICT companies; Dynamic skill matching for
optimal resource allocation in ICT companies;
Establishing ethical Al guidelines for HRM in ICT
companies; Implementing explainable Al for decision
support in HRM; Developing collaborative human-Al
workflows for HRM; Implementing Al-driven talent
acquisition strategies in ICT companies.
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Abstract. Agriculture 5.0 incorporates autonomous decision-
making systems in order to make agriculture more
productive. Our study is related to the development of the
autonomous orchard monitoring system using unnamed aerial
vehicles for automatic fruiting assessment and yield
forecasting. Respectively, artificial intelligence must be
developed to count fruits in an orchard. The modern solutions
are mainly data-based. Therefore, we collected and annotated
cherry dataset with natural images (CherryBBCHS81) for
neural network training. The goal of the experiment was to
select the optimal “You Look Only Once” (YOLO) model for
the rapid development of fruit detection. Our experiment
showed that YOLOvSm provided better results for
CherryBBCHS81 — mean average precision (mAP) at 0.5 0.886
in comparison with YOLOv8m mAP@0.5 0.870. However,
additional tests with dataset Pear640 showed that YOLOv8m
can outperform YOLOvSm: 0.951 vs 0.943 (mAP@)0.5).

Keywords: Agriculture 5.0, artificial intelligence, deep learning,
yield estimation.

1. INTRODUCTION

Sweet cherries (Prunus avium L.) are among the top 5
most sought after fruits in the world. According to industry
information, the demand for fresh cherries will grow by
7.5% in the period from 2022 to 2027, reaching 84.3
billion dollars [1].

Analogous to all industries, agriculture has also evolved
over the centuries from Agriculture 1.0, where economic
activity was based on the physical strength of people and
animals, to Agriculture 5.0, where the essence of economic
activity is characterized by smart and more energy-efficient
management [2]. The European Commission set the year

2021 as the official start of the "Industry 5.0" era [3].
Agriculture 5.0 can also be called "digital agriculture",
which aims to maximize yields and other agricultural
results by applying the latest methods and tools.
Agriculture 5.0 is characterized by: the efficiency of
data collection, accuracy of data, and timeliness of data
acquisition in order to make correct and data-based
decisions. Data-driven decision-making is essential
because as the planet's population grows, it is necessary
to produce more food while respecting the principles of
sustainability.

The aim of the project 1zp-2021/1-0134 is to
develop an autonomous decision making smart fruit
growing solution for apple (Malus * domestica (L.)
Borkh), pear (Pyrus communis L.) and sweet cherry
(Prunus avium L.) orchard management that could
provide an accessible and low cost smart horticulture
solution for commercial orchard owners. The system is
aimed to enable an automatic and autonomous orchard
monitoring capabilities using unnamed aerial vehicles
(UAV) and allow automatic flowering and fruiting
assessment. The digital twin paradigm is applied to
orchard management in combination with an UAV and
artificial intellect (AI) solution [4]. UAV autonomously
collects orchard data. Transmits it back to the base
station, which, in turn, sends the data to the server
where the AI solution performs yield estimation.
Finally, orchard managers can interact with the yield
forecast via a web interface on their computer and make
decisions accordingly.
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When it comes to implementation of a yield forecasting
solution based on artificial intelligence in the autonomous
orchard system, the yield forecasting is based on the yield
estimation results. The orchard monitoring is completed by
UAYV, while the images are processed by object detection
algorithms like “You Look Only Once” (YOLO) to
estimate the visible amount of fruits. Meanwhile, the fruit
load on trees is predicted by a post-processing algorithm
using yield data from multiple images. For example, citrus
yield prediction solution was presented, utilizing YOLO
and four post-processing algorithms: the gradient boosting
regression, random forest regression, linear regression and
partial least squares regression; showing the following
results, respectively: 41.12%, 41.47%, 35.59% and 35.84%
mean average precision (mAP) [5]. Another example, the
wild blueberry (Vaccinium angustifolium Ait.) yield
prediction was implemented using YOLO and nonlinear
regression model, which achieved a mean absolute error of
24.1% [6].

YOLOvVS8 was released in 2023. Despite the existence
of studies on YOLOVS, e.g. [7] and [8], the number of
experiments in smart agriculture remain limited at the
moment. The publications mostly cover the problems of
fruit and vegetable quality assessment and disease
detection. For example, YOLOvVS8 was used to inspect the
quality of tomatoes (Lycopersicon esculentum Mill.) [8].
The trained convolutional neural network (CNN) achieved
mAP of up to 99.5%, with the precision of 96.3% and the
recall of 96.1% [8]. Meanwhile, the authors of “Tomato
Maturity Detection and Counting Model Based on MHSA-
YOLOvS8” [7] improved YOLOvV8 by adaptation of the
multi-head self-attention mechanism (MHSA), which is
used to enhance the network’s ability to extract diverse
features. The MHSA improved YOLOVS results on recall,
Fl-score, and mAP@0.5 by 0.044, 0.003, and 0.004
compared to YOLOv8. The MHSA-YOLOv8 was
compared with other YOLO family algorithms: YOLOV3,
YOLOv4, YOLOv5, YOLOv7 and YOLOvVS. The
comparison results showed that the best algorithm for
classical object detection is YOLOvVS with precision of
84.7% compared to runner up, YOLOvS with 84.0% and
mAP@0.5 of 0.859 for YOLOvS compared to 0.778 for
YOLOvVS5.The results of the comparison revealed that
YOLOvVS outperforms in classical object detection,
achieving a precision of 84.7%, slightly higher than its
closest competitor, YOLOv5, which scored 84.0%.
Additionally, YOLOvV8 boasts a mAP@0.5 of 0.859,
surpassing YOLOVS5's 0.778.

Another modification of YOLOvV8 was YOLOv8-Seg
developed for tomato disease detection [9]. YOLOv8-Seg
was used to detect tomato fruits, and classify them
according to health status, and if they are infected with
disease, then classify disease that is discovered. YOLOVS-
Seg goes a step further than object detection and involves
identifying individual objects in an image and segmenting
them from the background. Then each object is classified
into classes based on the health status of fruit. The
publication describes how the algorithm was further
improved to get better results. The improved YOLOv8s-
Seg algorithm achieves precision, recall, Fl-score, and
segment mAP@0.5 of 91.9%, 85.8%, 88.7%, and 0.922,
respectively. Compared to the YOLOvVS8s-Seg algorithm,
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the improvements were 1.6%, 0.4%, 1.0%, and 2.4%,
respectively.

Our project team has already experimented with the
different models of YOLOv5 and YOLOV7 to select the
optimal solution for the rapid prototyping of fruit
detection CNN. Our previous experiment showed that
YOLOvSm is the most suitable model for fruit
detection [10]. Now, we want to update our experiment
results comparing the YOLOv5Sm with the new CNN
models of YOLOVS architecture, as well as, to present
the new dataset called “CherriesBBCH81” under CC-
BY 4.0 license.

The aim of study is to experimentally compare
YOLOvV5m with YOLOv8n, YOLOv8s and YOLOv8m
to select the most suitable of them for the fruit detection
tasks.

The novelty of publication:

e The new natural image dataset called
“CherryBBCHS81” is presented, which contains
annotated images of cherry fruitlets BBCHSI
prepared for YOLO model training.

e The best results were obtained by using
YOLOvSm for CherryBBCH81 and by using
YOLOvV8m for Pear640.

IL. MATERIALS AND METHODS

CherryBBCHS8I collection and annotation:

The photo fixation of cherry fruitlets was done in
the LatHort orchard in Dobele, at the beginning of fruit
coloration (BBCH stage 81) [11]. Two photo images
were taken for each tree — perpendicularly, in a tree-
facing view and in an oblique view. To determine the
number of fruits in the tree, the fruits were counted on
sample branches and multiplied by the number of such
type branches in the tree. The photo images were
annotated (See Fig. 1), adding the information of tree
identity (tree number) and basic parameters of the tree
and orchard (cultivar, rootstock, canopy type, planting
distances, tree dimensions). The images were taken
from the cultivars ‘Arthur’, ‘Artis’, ‘Bryansk 3-36°,
‘Doneckiy 42-37°, ‘Paula’, ‘Radica’ and ‘Techlovan’
grown under the cover, and from the cultivars ‘Aija’,
‘Aleksandrs’, ‘Elfrida’, ‘Bryansk 3-36’, ‘Bryanskaya
Rozovaya’, ‘Kompaktnaya Venyaminova’ and ‘Paula’
grown in open orchard.

Then the annotated images 6016x4000px were
automatically cropped out on 640x640px images with
overlap 30%. 640x640px images provide sufficient
detail for object detection while still being viable in
terms of computing resources, but image resizing was
not possible due to small bounding boxes, which could
achieve size until 25x25px. Once the annotation
process for all the images was completed, they were
saved in a YOLO format. The dataset is available in
Kaggle repository under CC-BY 4.0 licence [12].
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Fig. 1. CherryBBCHS81 image example.
Comparison dataset Pear640:

Pear640 dataset [13] consists of 712 images (See Fig.
2.) containing 8340 pear objects. Digital images of pear
fruits in this dataset were collected at the LatHort Institute's
experimental site using 'Suvenirs' and 'Mramornaya'
cultivars planted on 'Kazraushu' seedling rootstocks. The
images were taken in field conditions, capturing the whole
canopy as separate objects, around noon under clear sky
conditions. This dataset provides a comprehensive
collection of images taken under similar conditions as the
CherryBBCHS81 dataset so it makes for a reliable
comparison dataset and it also was annotated using YOLO
format, furthermore it is also in resolution of 640x640px.

Fig. 2. Pear640 image example.

Experiment design:

In this experiment, we applied YOLOv5m [14] and
YOLOV8 [15] models, specifically YOLOv8n, YOLOvVSs,
YOLOv8m. The experiment was conducted on an NVIDIA
RTX 2070 GPU, which provided sufficient performance
for training and testing the models.

The CherryBBCHS81 dataset was randomly divided into
training and validation folders using the random shuffle
method in Python. This process was carried out five times
to create five unique data splits. Each data split contained
the same images, but they were located in different folders.
In each split, 80% of the images were assigned to the
training folder and 20% to the validation folder. The same
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procedure was also applied to the comparison dataset
Pear640.

In the experiment, the default augmentation was
modified. Mix-up was adjusted to zero, as was the
mosaic and shearing. However, these augmentation
modifications were only applied to the training of
YOLOvSm. For YOLOVS, the optimizer was set to
“auto” to highlight its potential since it demonstrated
enhancements.

For every data split, both YOLOv5m and YOLOv8
models were separately trained, leading to the creation
of five distinct trained models for each model type.
Subsequently, the results were collected and examined

The experiment was designed similarly “Rapid
Prototyping of Pear Detection Neural Networks with
YOLO Architecture in Photographs” [10] to get
comparable results.

II1. RESULTS AND DISCUSSION

If we analyze the results of each dataset separately,
starting with the newly created dataset CherryBBCH&1
that consists of images of cherry fruitlets. The best
results were achieved with the YOLOv5m model with
mAP@0.5 of 87.7% (Tab. 1, median). In comparison,
YOLOVS results were worse: 85.5%, 86.9%, 86.2% for
YOLOv8n, YOLOv8s and YOLOv8m respectively.
Important to note, the results improved as the size of
YOLOVS increased.

Importance of consistency in machine learning
results is crucial as it indicates the model's reliability
and robustness across different datasets or under
varying conditions, ensuring that the insights derived
are dependable. Furthermore, consistent performance
facilitates the fine-tuning and generalization of models,
making it easier to identify areas of improvement and
build trust in the model's outputs for decision-making.

If we analyze results on the basis of consistency,
difference between min and max results of
CherryBBCHS1 dataset then it can be seen mAP@0.5
88.6%, mAP@0.5:0.95 40.1%, precision of 0.85 and
recall of 0.82 that even though YOLOv5m produced the
best results of training, consistency is worse with result
variance of 1.9% between the best and the worst results
achieved. In comparison results of YOLOv8m were the
best with deviation of 1% between the best and the
worst results. Deviation for YOLOvS8s is 1.2% and for
YOLOv8n is 1.7%. Based on the results achieved, in
terms of consistency of training, YOLOv8m is better
than the rest of the models in this experiment.

By looking at the previous experiment with Pear640
dataset [10], results of YOLOv5 showed 4.1% better
mAP@0.5 compared to YOLOv7 model versions.
During experiments with YOLOvS and YOLOVS, the
difference in results is not as impressive as it was in the
previous experiments. Improvement that was achieved
by YOLOVS is only 0.9% (Tab. 2, median). YOLOvV5m
model mAP@0.5 is 93.8%, while YOLOv8m provides
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the best results with mAP@0.5 of 94.7%. However, the
previous experiment showed the maximal YOLOv5m
mAP@0.5 equal to 0.951 [10], which is equal to the best
result of YOLOv8m in this experiment.

In scope of model versions of YOLOvVS, the best
results were with YOLOv8m with mAP@0.5 of 94.7%,
however difference to other versions is insignificant, as
YOLOVS8s results were 94.4% and YOLOv8n 94.6%. It
shows that all results of YOLOv8 at mAP@O0.5
outperformed YOLOVS in the case of.

Results of YOLOvV8 were, in general, better than
YOLOVS, but another aspect that can be seen in results is
consistency of results (See Fig. 3). If we look at the results
of YOLOv5m, the difference between min and max values
achieved is 1.6%. Close second is YOLOv8n with a
difference of 1.5%. The best results were achieved with
YOLOv8s and YOLOv8m with results of 0.9%.
Considering potential usage of trained models and amount
of work that will be assigned to it, consistency of results is
an important factor in decision making.

YOLOvVS models resulted in better recognition
percentage with the Pear640, in comparison with YOLOVS,
but at same time YOLOVS resulted in better object
recognition then YOLOvVS using CherryBBCHS81 dataset.
If results are examined in scope of consistency, then best
results were achieved by YOLOv8m.

TABLE 1 EXPERIMENT RESULTS WITH CHERRYBBCHS81

YOLO Test Dataset CherryBBCH81 (mAP@0.5)
v5m v8n v8s v8m
min 0.867 0.847 0.853 0.860
mean 0.878 0.857 0.867 0.864
median 0.877 0.855 0.869 0.862
max 0.886 0.864 0.875 0.870
TABLE 2 EXPERIMENT RESULTS WITH PEAR640
YOLO Test Dataset Pear640 (mAP@0.5)
v5m v8n v8s v8m
min 0.927 0.932 0.938 0.942
mean 0.935 0.941 0.939 0.947
median 0.938 0.946 0.944 0.947
max 0.943 0.947 0.947 0.951

IV. CONCLUSIONS

In this article we presented our public dataset
CherryBBCHS81 (which is available in Kaggle under CC-
BY 4.0 licence), and the YOLO model comparison
experiment results.

The objective of the experiments conducted during the
writing of this article was to develop a yield estimation
solution. To further the realization of the goal we wanted to
identify the optimal YOLO model for the rapid
development of fruit detection neural networks. The
experiments were done using our own datasets Pear640 and
CherryBBCHS81. Our experiment showed that YOLOv8m
provided best consistency of training, yet looking at
training results, the best results were obtained by using
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YOLOvSm with CherryBBCH81 dataset: mAP@0.5
88%, mAP@0.5:0.95 42% and YOLOv8m for Pear640:
mAP@0.5 95%, mAP@0.5:0.95 56%.

Pear640

0.955 0.89
0.95 0.885
0.945 Q 0.88

0.935 = I
0.865 %
0.93 ]
0.86

0.925

CFruitlet640

mMAP@0.5
o
o
B
mAP@0.5
e
®
<]

0.855

0.92 0.85
0.915 0.845

B v5m B v8n M vas [0 vBm

Fig. 3. Box-plot diagram of YOLO model accuracy (mAP@0.5).
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Abstract. In order to avoid having to fight with aphids and plant
virus diseases caused by them in gardens, it is very important
to notice ant colonies. As a result we decided to train artificial
intelligence to detect ant colonies, then this artificial
intelligence can be integrated into an autonomous orchard
monitoring system using unmanned aerial vehicles. However,
there is restricted availability of open datasets, which contain
natural images and region specific species. In the scope of pilot
study we decided to train convolutional neural network using
ANTS dataset and to test it on small domain-specific dataset to
identify the need to collect new dataset. The experiment was
completed using the popular architecture YOLOvS. The
YOLOvV8n and YOLOv8m models trained on ANTS showed
accuracy 98% and 99% mAP@Q0.5. Meanwhile, their accuracy
was only 6% and 5% mAP@0.5 respectively testing on our
dataset called “WildAnts”. Our pilot study experimentally
proves that it is important to collect natural dataset of ant
images to train robust artificial intelligence for orchard
monitoring using unmanned aerial vehicles. This study will be
interesting for all machine learning specialists, because it
numerically shows accuracy decrease in the result of dataset
transfer.

Keywords: ant, deep learning, pests, precision farming

1. INTRODUCTION

Agricultural yields are affected not only by unstable
climatic conditions, but also by various pests. Although
Latvia is a relatively small country, the spread of pests can
vary in different regions. In general, all pests can be divided
into those that multiply and damage specific crops and those
that multiply and damage those plants that are available.
Agricultural crops in Latvia are affected by pests such as
spider mites (Tetranychus urticae), aphids (Aphididae), pear
blight beetles (Xyleborus dispar) and many others. If the
aforementioned are unequivocally considered as pests, then
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there are continuous discussions regarding ants
(Formicidae) and it is an actual question whether to
consider them as pests or, nevertheless, important insects
in agriculture [1].

Ants enjoy the sweet juice found in many sweet
berries and fruits such as strawberries, cherries, pears,
etc., resulting in damage to fruit and berry crops.
However, the most significant ant damage is related to
aphids. Aphids suck sap and transmit plant viral diseases.
Ants, on the other hand, like the liquid secreted by aphids,
so they use these pests to their advantage and protect them
from natural enemies. Therefore, farmers, in order to free
their gardens from aphids, destroy their defenders - ants.

In order to avoid having to fight with aphids and plant
virus diseases caused by them in gardens, it is very
important to notice ant colonies in time to prevent the
spread of aphids.

One of the approaches to ant detection can be
autonomous garden monitoring by application of
unmanned aerial vehicles (UAVs). A specially designed
web-based information system can automatically
schedule garden surveillance flights on a regular basis
and notify garden personnel as soon as pests have been
detected on the imagery of garden plants. To set up such
a monitoring the system operator first has to enter their
garden details into the system (garden location and
boundaries, tree or plant rows, restricted areas, UAV base
station location) and the flight mission planner will
calculate an optimal surveillance flight plan taking into
account UAV flight time, restricted areas and weather
conditions.
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Therefore artificial intelligence must be trained to detect
ants, which will be integrated into autonomous monitoring
systems.

Artificial intelligence usage in the domain of ants, at this
point of time, mainly targets ant tracking in the terms of
studying ant cluster behavior. In the article “A dataset of ant
colonies’ motion trajectories in indoor and outdoor scenes
were tracked to study clustering behavior” [2], Wu et. al.
(2022) developed the ground monitoring tool for ant
tracking. Each ant was labeled with an ID to monitor its
motion track.

In broader scope, in the article “Tracking Different Ant
Species: An Unsupervised Domain Adaptation Framework
and a Dataset for Multi-object Tracking® written by
Abeysinghe et al. (2023) [3], the framework was created for
object tracking tasks, which was tested on ant colonies.

The aim of our study is to train CNN for ant detection.
There is an existing image dataset, which can be applied for
CNN training. The dataset was collected by Wu et al. (2022)
[2] for analysis of ant colonies’ motion trajectories in indoor
and outdoor scenes (hereinafter ANTS). However, ANTS
was collected for specific tasks and can be characterized by
laboratory conditions. Therefore, we decided to collect a
small dataset with natural images to experimentally test
dataset transfer impact on CNN accuracy. We called our
dataset “WildAnts”.

The experiment was completed using the popular and
modern architecture YOLOvS. The YOLOv8n and
YOLOvV8m models trained on ANTS showed accuracy 98%
and 99% mAP@0.5. Meanwhile, their accuracy was only 6%
and 5% mAP@O0.5 respectively testing on WildAnts. The
mirror experiment design showed better results. The
YOLOv8n and YOLOv8m models trained on WildAnts
showed accuracy 75% and 78% mAP@0.5. Meanwhile, their
accuracy was 23% and 29% mAP@0.5 respectively testing
on ANTS.

The experiment results shows that it is strongly important
to collect domain-specific dataset with natural images for ant
detection to train robust CNN for orchard monitoring using
UAV.

II. MATERIALS AND METHODS
ANTS dataset:

The dataset “ANTS” was prepared under laboratory and
near laboratory conditions for ant path tracking tasks [2]. The
dataset consists of 5334 annotated images, which included
712 ants and 114,112 bounding boxes. The image sizes are
1280x720 and 1920x1080. The dataset is available in
Mendeley repository under CC-BY4.0 [4]. The ANTS
dataset consists of two subdatasets: one contains images
collected by imaging ants in a jar (see Fig. 1), another - near
anthills (see Fig. 2).
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Fig. 1. ANTS dataset: in laboratory conditions [2]

Fig. 2. ANTS dataset: in near laboratory conditions [2]

WildAnts dataset:

The dataset “WildAnts” was created from different
videos of ants in natural conditions. Every 12 frames
were cut from the collected videos. And then pictures
were manually selected. Different sizes and resolutions of
images were selected. In result, 253 images were
prepared. The images were annotated and saved in
YOLO format (see Fig. 3). The image sizes in the dataset
vary in a wide range, with the smallest images 640x368
to the largest with dimensions of 3840x2178.

Fig. 3. WildAnts dataset
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Fig. 4. WildAnts dataset
YOLOVS training:

In this experiment, we applied the following YOLOVS [5]
models: YOLOv8n and YOLOv8m. The experiment was
conducted on an NVIDIA RTX 2070 GPU.

The obtained datasets, ANTS and WildAnts, were used
to train and test the models. Each dataset was randomly
divided into training and testing subdatasets using the
random shuffle method in Python using proportion 80% and
20%. Each dataset was divided five times and then used for
training the models, giving us a total of 10 trained models.
The training parameters were the same for both YOLO
architectures The training was performed for 200 epochs
with a patience of 50 independently on each dataset. The
images were of various sizes and were resized to 640x640
pixels using YOLOVS8's built-in function. The experiment
was designed similarly to Kodors et al. (2023) to get
comparable results [6]. When the training was completed the
trained models were tested on another dataset to identify the
dataset transfer impact on the accuracy (see Fig. 5).

ANTS WildAnts
—
_—
-
| |
1

80% Training
20% Validation

Training Training
i i
I 1
-I[= -5
o-" ,_-! YOLOv8m -" l__!
1 YOLOVEn 0 1
ol -
WildAnts ANTS

—
-

Fig. 5. Experiment design
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III. RESULTS AND DISCUSSIONS

Analyzing the results obtained when testing the
models on the datasets on which they were trained on, the
best result was shown by YOLOv8m equal to 99.0%
mAP@O0.5 in the case of ANTS dataset (see Tab. 1,
median). But for the models trained on the WildAnts
dataset, the best result was shown by YOLOv8m equal to
77.4% mAP@0.5 (see Tab. 1, median). Such a difference
can be explained by the fact that in the case of ANTS
dataset, images were collected under laboratory (see Fig.
1) and near laboratory conditions (see Fig. 2) providing a
monotonic background and a good contrast with ants,
meanwhile, the dataset WildAnts included images with
different scenes and the images are more colorful (see
Fig. 3 and 4). The size of objects can not be strongly
impactful, because the YOLOVS architecture was
specially enhanced for small object detection [7],
meanwhile, the automatic search of optimal bounding
box sizes was presented in the YOLOv4 framework [8].

Khalid et al. (2023) compared different YOLO
architectures on the natural image dataset of small pests:
thistle caterpillars (Vanessa cardui), red beetles
(Aulacophora foveicollis), and citrus psylla (Diaphorina
citri) [9]. Their experiment showed that YOLOv8n is the
most suitable, it depicted the best accuracy equal to
84.7% mAP@0.5 [9]. In our case (see Fig. 6 and 7), the
YOLOv8n model trained on ANTS showed better results
(max YOLOvV8n was 99% mAP@0.5), but the model
trained on WildAnts - little smaller accuracy (max
YOLOv8n was 81% mAP@0.5).

If we analyze the results obtained by testing the
models with swapped datasets (see Fig. 6 and 7), the best
result is obtained by the YOLOvS8 model trained on the
WildAnts dataset with 28.7% mAP@0.5 (see Tab. 2,
median). But for a model trained on the ANTS dataset,
the best result is shown by YOLOv8n with only 5.5%
mAP@0.5 (see Tab. 2, median). Therefore, the models
trained on WildAnts are more robust for the dataset
transfer.

Analyzing the results in general, it can be seen that
the models trained on the dataset ANTS show much
worse results when tested on another dataset. But the
models trained on dataset WildAnts show much better
results compared to ANTS models. That underlines the
importance of the natural images collected in the different
scenes. The best result was achieved with the YOLOv8m
model trained on the WildAnts dataset, it showed
relatively good accuracy on own dataset (82%
mAP@Q0.5) and it showed the best accuracy results (32%
mAP@Q0.5) after the dataset change on ANTS.

Our other experiments showed that mosaic and
combination of the related datasets can improve accuracy
and create more robust models [10]. Therefore, speaking
about the best dataset for training, it will be a combination
of ANTS and WildAnts. Meantime, the dataset transfer
impact shows the importance to continue to collect more
natural datasets and tune CNNs for a working
environment obtaining user feedback after object
detection.
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TABLE 1. TRAINING RESULTS (MAP@0.5) IV. CONCLUSIONS
Test ANTS model on | Test WildAnts model We have experimentally shown the importance of
YOLO ANTS dataset on WildAnts dataset natural images for robust CNN training and need to
v8n v8m vén v8m collect the ant dataset with natural images for orchard
min 0.97307 0.98936 0.68455 0.73213 monitoring.

The best accuracy results showed the YOLOv8m
model trained on ANTS dataset, which achieved the
maximal accuracy 99% mAP@0.5, but it was possible
only to get accuracy 7.5%, when the testing dataset was
changed on WildAnts. Meanwhile, the YOLOv8m
trained on WildAnts showed 82% mAP@0.5 on itself,
but it was more robust for the dataset changing - 31%
mAP@0.5 on ANTS dataset.

mean 0.98452 0.99045 0.74711 0.77623

median 0.98848 0.99048 0.76266 0.77475

max 0.98905 0.99109 0.80857 0.82354

TABLE 2. CROSS TESTING (MAP@0.5)

Test ANTS model on | Test WildAnts model . .
YOLO | WildAnts dataset on ANTS dataset It is an excellent demonstration of accuracy decrease

on the other datasets [51%; 92%], which were unknown

v8n v8m v8n v8m
for CNN in the training time. Therefore, it is important to
min 0.04252 0.03342 0.18506 0.26863 continue to collect more natural datasets and tune CNNs
for a working environment obtaining user feedback after
mean 0.05529 0.04594 0.23334 0.29006 object detection.
median | 005540 | 003854 | 023511 | 028765 ACKNOWLEDGEMENT
This research is funded by the Latvian Council of
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Abstract. The smart farming solutions are mainly based on the
application of convolutional neural networks for object
detection tasks. The number of open datasets is restricted in
the agricultural domain. Therefore, it is required to find the
answer to the question: how big a dataset must be collected to
train a convolutional neural network for object detection
tasks? To solve this task, the YOLOvV8 framework was
selected for the experiment. Three datasets were prepared:
MinneApples, PFruitlets640 and mosaic dataset using both
previously named datasets. 100 images were selected for
testing. Other images were used to create training datasets,
which had the size from 100 until 1000 images with step 100
images. Training was repeated 10 times with each size of
dataset. The experiment showed that the increase of dataset
from 100 to 500 images provides an accuracy growth up to
15.48% mAP@0.5, but from 600 to 1000 images - only 2.98%
mAP@0.5. This study experimentally proves that the dataset
size equal to 500 images is the most efficient. Meanwhile, the
experiment with the mosaic dataset shows constant accuracy
improvement. Therefore, it is more advisable to collect
different classes with 500 images than one large dataset. This
study will be interesting not only for smart farming experts as
well as for all machine learning experts.

Keywords: artificial intelligence,
farming, YOLOVS.

deep learning, precision

I.  INTRODUCTION

Precision farming is a management strategy with the
goal to improve productivity, resource usage efficiency,
quality and profitability of the food industry and
sustainability in the agricultural sector [1]. To achieve the
goal of precision farming, a wide range of tools can be
applied starting from sensors to acquire information in real
time until artificial intelligence (AI), which can be used to
make assessments of data and automatic decisions based on
aquired data. If the sensors and IoT are applied to collect
data, then AI can be used to generalize them, find
correlations and automatically analyze acquired data. The
accuracy of the artificial neuron networks highly depends
on the amount of data, which was used during the training
process. In the scope of this article, experiments were made

with the goal to find the optimal size of agricultural
dataset for object detection using YOLOVS architecture.

YOLOV8 [2] (You Only Look Once version 8) is an
object detection architecture, which is a continuation of
the YOLO family models, which are known for their
speed and accuracy. One of improvements in YOLOVS
architecture is its enhancement for small object
detection [3], which are quite often use-case in
agricultural datasets. The detectable objects may be
quite small, such as flowers, pests, small fruits like
cherries [4]. The authors of the article “Small pests
detection in field crops using deep learning object
detection” [5] compared several versions of YOLO
architectures. Their experiment showed that YOLOVS
provided the best results of 84.7% mAP.

The property of YOLOVS is its ability to perform
object detection in real time. As well as, YOLOVS can
work with several classes of objects at the same time
and mark placement of detected objects. That is
essential for smart agrobot development, because
manual imagining is a cost-ineffective approach.

As stated before, in many cases the variation of
cultivars may affect training results. For example, apples
have more than 7500 different cultivars [6]. Same
applies if we look at the regional scale as well. Each
global region will have different fruits and vegetables
cultivars compared to another region in the world.
Considering the seasonal limits, when a dataset can be
collected, the resulting amount of available datasets that
can be used for training is highly limited.

Currently a large number of challenges still exist in
the way of implementing Al solutions in agriculture
such as insufficient research or security from cyber-
attacks, or dependency on technology in general [7].
One of mentioned challenges relevant to this article is
stakeholders’ and owners’ requirements for the high
precision of Al and solution suitability to their farm
ecosystems. To overcome this challenge it is important
to study more about the rapid development of artificial
intelligence. The big part of preparing an Al model for
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usage in real-life situations is related to a dataset collection
and its preprocessing. Based on that, the task to find out the
optimal size of dataset for the agriculture domain is a good
starting point to solve the defined challenge.

If the situation with general object detection in
agriculture is salvageable with an increased number of
specialists for collecting general images for datasets, then
the situation with more specific objects is much more
complex due to limited expert number or sample
availability. E.g. there is a lack of datasets in the field of
plant diseases [8]. The disease has several stages of
maturing, and for the different types of fruits and
vegetables, the disease will be visually different.

Precision farming and artificial intelligence usage in
farming is hindered by real life elements, mainly, by the
low number of datasets which can be used for training.
Fruits and vegetables are usually harvested once per year,
therefore the time frame to collect images for the dataset is
limited. If by any chance a time period is missed or errors
are made during data collection, the next opportunity is only
the next period of maturity of the studied fruits or
vegetables. After images are collected, then a dataset is
prepared for training. The annotation of images is done
together with an image discarding, which are damaged, blur
or contain other visual distortions. In summary, the
preparation of an agricultural dataset is a monotonic and
time-consuming process. As a result of that the question
appeared “How many images in the dataset is enough to
train an efficient object detection prototype?”.

Summarizing the previously stated, the collection and
annotation of a large training dataset is time consuming
process, which is limited by time frame, when it is possible
to photo the flowering, maturing or any other phase of
growth of fruits or vegetables, that may be only a week or
even less. If time to collect data is missed, the next chance
may be only provided in the next season. Considering these
factors, the study questions are “Is it more efficient to
collect more, but smaller datasets for training is better?* or
“What is the optimal size of dataset for the agricultural
domain?”.

The aim of the study is to identify the optimal size of
agricultural dataset for the CNN training using the YOLOv8
framework.

The experiment was performed using three datasets: two
datasets were publicly available datasets and the third was
generated using vertical mosaic augmentation. The mosaic
augmentation represents the merging of 2 or more images
into a single image. The importance of mosaic
augmentation was mentioned in an article about YOLOv4
architecture [9], where it was proven that mosaic
augmentation improves average accuracy of trained CNN.
The additional influence of mosaic augmentation is an
artificial increase of training dataset. And mosaic
augmentation was added to all later YOLO family
architectures.

1L MATERIALS AND METHODS

Datasets: in the experiment three datasets were used for
training, validation and testing. Two public datasets were
applied: MinneApple [10] and PFruitlets640 [11]. The third
dataset was generated from two mentioned datasets.

39

The first dataset which was selected for the
experiment is MinneApple. It consists of 1308 images
and over 41000 annotations. The dataset contains
images of apples (see Fig. 1). The images were cropped
into size of 640x640 without any alterations to bounding
boxes to preserve the dataset compatibility with other
experiments.

Fig. 1 MinneApples [10]

PFruitlets640 consists of 1455 annotated images of
pear fruitlets (see Fig. 2). The images are already
prepared for training using YOLOVS, therefore the
images have size equal to 640x640. The object of
annotation in this dataset is pear fruitlet, which visually
looks similarly to apples from MinneApple dataset.

Fig. 2 PFruitlets640 [11]

The mosaic dataset was created using MinneApples
and PFruitlets640 datasets. It consists of 4544 images
with bounding boxes. To create this dataset, original
datasets, MinneApples and Pfruitlets640, were
automatically cut and merged by vertical axis in the
middle of the images (see Fig. 3). The labels consist of
two classes: apples and pear fruitlets.
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Fig. 3.Mosaic dataset

CNN training: YOLOv8n model [2] was applied in this
experiment.The experiment was conducted on a GPU
NVIDIA RTX 4070Ti.

Training was done using three datasets:

e  PFruitlets640 - 1455 images;

e MinneApples - 1308 images;

® Mosaic dataset was created from two previous
datasets - 4544 images.

100 images of each dataset were selected for the testing
datasets for later usage after training, the rest of images was
left for training and validation. In the experiment, it was
important to test the precision on similar images changing
the size of the training dataset.

The starting size of training and validation datasets were
100 training images and 30 validation images, which were
selected using a random shuffle method in Python script.
The YOLOvS8n was trained 5 times. After finishing training,
a new dataset was created with an increased number of
images in the training dataset and validation set. Increases
of datasets were +100 images in the training dataset and
+30 images in the validation dataset. It was continued until
the size of the training dataset and validation dataset
reached 1000 training and 300 validation images. Same
steps were repeated for all 3 used datasets, if that was
possible. MinneApples dataset was not big enough to
facilitate training steps with 1000 training and 300
validation images.

After finishing the training phase of the experiment, the
testing phase was done by selecting the best trained model
for each datasets, which were used to test training results on
separated datasets with 100 images. The separate datasets
were not used in the training or validation stages, they
provided the most accurate testing results. The achieved
results were used in discussion.

I11. RESULTS AND DISCUSSION

Three datasets were used to determine the optimal size
of agricultural dataset for CNN training, validation and
testing. If we look at achieved training results (see Tab. 1.),
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it can be seen that the larger size of dataset provides the
better accuracy results. E.g. MinneApples dataset
provided accuracy mAP@0.5 of 66.41% in the case of
100 training images. Trained models using PFruitlets640
dataset achieved the worst result at mAP@0.5 of
61.49% and trained models on Mosaic dataset created
by combining both previously named datasets achieved
mAP@O0.5 of 69.78% at the same size of dataset.

The largest size of the dataset was selected to be
1000 images in the training dataset. Due to the
limitations of MinneApples dataset, which contained
only 1208 images, the accuracy results for 1000 images
are not provided in Table 1. The maximal training size
of MinneApples was 900 images, which provided
mAP@0.5 of 83.05%. Models trained on PFruitlets640
achieved mAP@0.5 of 83.29% with a dataset size of
1000 images. At the same size of dataset (1000), Mosaic
dataset’s models achieved the best result of mAP@0.5
equal to 86.76%, which is the highest precision among 3
datasets used in the experiment (see Fig. 1).

If we look at the experiment results in Fig. 4, then on
Mosaic dataset provided the best trained models in
general, with the highest mAP@0.5 of 69.78% for
training datasets size of 100 images and mAP@0.5 of
86.76% for training dataset size of 1000 images.

TABLE 1. EXPERIMENT RESULTS (MAP@0.5)

Dataset size MinneApples Mosaic PFruitlets640
100 0.66414 0.69786 0.61492
200 0.71610 0.75534 0.67192
300 0.74449 0.80103 0.73231
400 0.75954 0.81256 0.78092
500 0.79957 0.83565 0.80640
600 0.80833 0.84265 0.82048
700 0.81587 0.85096 0.82126
800 0.81807 0.85503 0.82440
900 0.83060 0.86304 0.82760

1000 - 0.86763 0.83294
1000-500 0.03103 0.03198 0.02655
500-100 0.13542 0.13780 0.19148

The main goal of this study was to find out the
optimal size of a dataset for agricultural model training.
As such it is important to look at the difference of
precision of models with different training dataset sizes.
In Tab. 1, the rows “1000-500” and “500-100” depict
the accuracy improvements, which were achieved
increasing the datasets from 100 to 500 and from 500 to
1000. Based on the experiment results, it can be
calculated that the increase in mAP@0.5 for dataset
MinneApples from 100 to 500 images was 13.54%,
while mAP@0.5 increased only by 3.1% in the range of
dataset size from 500 to 1000 images. The similar
results were achieved in the case of PFruitlets640
dataset, where the precision improvement, from 100 to
500 images, was 19.14% at mAP@0.5. Meanwhile,
from 500 to 1000 images, the increase of mAP@0.5 for
PFruitlets640 was only 2.65%. In the case of Mosaic
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dataset, the increase of precision from 100 to 500 images
was 13.77% at mAP@0.5, while the increase was 3.19% in
the range from 500 to 1000 images.

Based on previously looked data, it was shown that the
models trained on Mosaic dataset provided the best results
among all sizes of datasets that were used. Taking in
consideration that, Mosaic dataset provided the best training
results in general, it will be applied to calculate the mean
increase of precision to compare it with the training results
of MinneApples and PFruitlets640 datasets (see Tab. 2).

TABLE 2. ACCURACY IMPROVEMENT PROVIDED BY MOSAIC
AUGMENTATION

Dataset size Mosaic- Mosaic- Mean
MinneApples | Pfiruitlets640
100 0.03372 0.08294 0.05833
200 0.03923 0.08342 0.06133
300 0.05655 0.06872 0.06263
400 0.05301 0.03164 0.04233
500 0.03609 0.02925 0.03267
600 0.03432 0.02217 0.02824
700 0.03509 0.02970 0.03239
800 0.03696 0.03063 0.03380
900 0.03245 0.03544 0.03394
1000 - 0.03468 0.03468

Data shown in Tab. 2 are calculated considering the fact
that the Mosaic dataset provided the best training results. In
the case of column “Mosaic minus MinneApples” of Tab. 2,
where the accuracy improvements by mosaic augmentation
are provided in comparison with MinneApples dataset, data
shows an increase in the range from 3.24 % until 5.65%.
Next column (Tab. 2, Mosaic minus Pfruitlets640) shows
comparison of Mosaic dataset and PFruitlets640 dataset
results. Increase of accuracy in the case of Mosaic dataset
provides a wider range from 2.21% to 8.34%. Using the
acquired data, the mean accuracy improvement was
calculated (Tab. 2, Mean). The highest increase in accuracy
is seen at the dataset sizes: 200 images (6.13% of
mAP@0.5) and 300 images (6.26% of mAP@0.5). The
improvement of accuracy is increasing up to 300 images
and from this point the accuracy starts to decline (Fig. 5)
until it reaches the lowest point of 2.82% mAP@0.5 at a
dataset size of 600 images. After this point, accuracy
increase per dataset size is stable around 3%.
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Fig. 4. Dataset accuracy comparison
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Fig. 5. Increase in accuracy using the mosaic augmentation

IV. CONCLUSIONS

In this article, the optimal size for agricultural
dataset was experimentally identified for training object
detection CNN. The experiment was completed by using
the YOLOv8n model and several public datasets.

The objective of this experiment conducted during
the writing of this article was to determine the optimal
size of agricultural dataset for YOLOvVS8n architecture
training. To achieve this goal two public datasets,
Pear640 and MinneApples, and Mosaic dataset, created
by using both public datasets, were used in experiments.
To determine the optimal dataset size, CNN models
were trained using YOLOv8n on randomly selected
images from starting datasets. Dataset size was in the
range from 100 images until 1000 images in the dataset
with step of size 100 images. Experiment results showed
that the biggest increase in accuracy was achieved with
dataset size of 500 images, for MinneApple dataset:
13.52% mAP@Q0.5, for PFruitlets640 dataset: 19.14%
mAP@0.5 and for Mosaic dataset: 13.78% mAP@0.5.
In comparison with dataset increase from 500 images to
1000 images accuracy increase was smaller, for
MinneApple dataset: 3.1% mAP@0.5, for PFruitlets640
dataset: 2.65% mAP@0.5 and for Mosaic dataset:
3.19% mAP@Q0.5.
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Abstract. The article presents the INCOLAB information
system for the management of four protected areas for the
protection of wild birds included in the European ecological
network Natura 2000 in the cross-border region of the
Danube River - ROSPA0102 Suhaia and ROSPA0024
Confluence of Olt Danube - Romania, BG0002018 Ostrov
Vardim and BGO0002070 Ribarnitsi Hadzhi Dimitrovo -
Bulgaria. The main purpose of its establishment is to
support the control institutions in the decision-making
processes and take measures to protect the protected areas
and the protected species.

The process of creating the system, part of the Joint
Bulgarian-Romanian Plan for the Management of the Four
Protected Areas for the Protection of Key Bird Species, has
been traced, as an innovative model for monitoring and
reporting, a new approach for collecting, using and sharing
technical, scientific and environmental data. The main
functionalities of the information system and the available
applications, both for the control authorities and the public,
are presented.

The visualization of the components of the physical
architecture of the information system allows a meaningful
structured presentation of the process of building a
database with information from different sources.

The main benefits of the common information system for
the joint management of protected areas and cross-border
cooperation are analysed.

Keywords: database, incidents, inspections,
model, monitoring, Natura 2000, reporting

key species,

I. INTRODUCTION

The development of information systems to support
the processes of management, control and monitoring,
and decision-making is a current trend in all areas of
activity - educational and scientific research, early
warning and notification of disasters and accidents,
environmental monitoring, process management in
branch and business organizations, the production

process, human resource management, etc. The “digital
acceleration” [1] in recent years has been provoked by the
aspiration to develop society, to achieve a stable and
greener economy, to achieve sustainable growth.

The existing national information systems in the field
of environmental protection in Bulgaria provide the
necessary data for the analysis and assessment of the
status of environmental components and factors.
Available on the website of the Executive Environment
Agency -  https://eea.government.bg/bg/dokladi/inf-
systems, they provide public access to information on the
state of the environment and serve as a basis for the
preparation of documents for the implementation of
policies in this area both nationally and internationally.

For the specific needs of the control institutions (as
exemplified by the Regional Inspectorate for
Environment and Water - Veliko Tarnovo (RIEW) - a
specialized territorial administration of the Ministry of
Environment and Water - Bulgaria), systems are
developed to support the effective performance of the
main functions of the institutions in terms of “monitoring,
analysis and communication” [2] in the ever-changing
natural conditions. Moreover, “the multi-component,
multi-factor nature of the management process raises the
issue of appropriate data structures", the use of which
plays an essential role in management activity [3].

On the one hand, information systems and
technologies give the opportunity to present and track the
trends in basic indicators of the state of the environment,
and on the other - support the analysis of processes that
lead to impacts on ecosystems [4]. The fact is that
modern man is increasingly required to make full use of
them, both in the professional sphere and in everyday life

[5].
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V. Kraeva et al. [6] note that the implementation of
new technologies requires know-how that incorporates
information about new technologies, economic effects
and costs and best practices in their implementation.

According to Troshani et al. [7], ,,information systems
are not standalone entities but contribute to
environmental sustainability as part of the social and
material relations that form the infrastructure
underpinning environmental management practice®.

The aim of this study is to present, characterize and
analyze the INCOLAB information system as an
innovative model for transboundary environmental
management. The relevance of the topic is related to the
processes of digitization on a global scale, the
transboundary  and  transnational ~movement of
information and data exchange, which appear as an
opportunity and resource for better ecosystem
management, to support management decision-making
and the provision of technologies to people.

Information system INCOLAB, the subject of this
research, is one of the results of the project “Innovative
and collaborative management of Natura 2000 sites in the
Danube border region” (INCOLAB) ROBG-10
(https://www.riosvt.org/project-interreg/), financed by
INTERREG V-A Romania-Bulgaria Programme and
realized by two environmental partners, the National
Environmental Guard, Romania - General Commissariat
and the Regional Inspectorate for Environment and Water
- Veliko Tarnovo, Bulgaria [8].

II. MATERIALS AND METHODS

Scientific publications in the field of implementation
and development of information systems in different
thematic areas and spheres of activity were studied for
the purpose of the research. The theoretical analysis
proves information systems’ relevance and significance
for societal development.

The basis of the article is the material on the
establishment and development of the information system
INCOLAB, as part of the implementation of a Bulgarian-
Romanian project for cross-border cooperation in the
field of biodiversity conservation. The summaries and
conclusions drawn are based on the author's personal
experience as a direct participant in its implementation in
the period 2016-2018 and in the process of subsequent
reporting on its sustainability to date.

The information has been systematized, analysed and
interpreted based on project documentation and empirical
data obtained during work in a real environment.
Problems and prospects for development are outlined.

III. RESULTS AND DISCUSSION
Development of INCOLAB information system

The protected areas included in the FEuropean
ecological network Natura 2000 are designed to protect
or restore the favourable condition of the natural habitats
included in them, as well as of the species in their natural
range. They are designated in accordance with two key
European Union Directives - Directive 2009/147/EC on
the conservation of wild birds (the Birds Directive) and
Directive 92/43/EEC on the conservation of natural
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habitats and of wild fauna and flora (the Habitats
Directive).

The idea, set in Natura 2000, is that people are an
integral part of nature and that it is best for them to
interact. Economic activities are not prohibited, but
should be limited in order to conserve valuable species
and habitats.

Biodiversity is important in its own right, but it also
provides a never-ending flow of goods such as food, fuel
and medicines, and provides essential services such as
climate regulation, flood prevention, water purification,
pollination and soil formation. All of these things are
necessary for economic prosperity, security, health and
quality of life.

Economic pressures and inefficient management of
natural resources are the cause of many activities in
protected areas and zones, such as illegal exploitation,
tourism, construction, poaching, industrial development,
etc. These activities cause irreversible damage to the
natural environment.

Within the framework of their power to implement
and enforce the European environmental legislation, the
employees of the National Environmental Guard and the
Regional Inspectorate for Environment and Water -
Veliko Tarnovo carry out preventive and control activities
with regard to the conservation of biodiversity, of species
of interest to the community, of the preservation of their
integrity in the areas under protection. They carry out on-
site inspections, according to an annual plan and on
signals and incidents, and they have the right to issue
mandatory prescriptions and to impose fines and penalties
on violators. A database with information and documents
is maintained for each site.

The involvement of the public in monitoring process
further contributes to protection and conservation of birds
and habitats, of the ecosystems as a whole.

The objectives and resources of the INTERREG V-A
Romania-Bulgaria Programme have enabled the
development of innovative cooperation measures in the
cross-border Danube region, expressed through joint
planning, management and the creation of modern,
coordinated  instruments related to  biodiversity
conservation, landscape protection and the promotion of
protected areas of the European Natura 2000 network.

To understand the philosophy of creating an
INCOLAB information system, we provide brief
information about the project (Table 1).

The selection of the four sites has been made on the
basis of their similarity as habitats for important bird
species and because BG0002018 Ostrov Vardim and
ROSPA0024 Confluence of Olt Danube are close to the
Danube border area and have the same characteristics,
BG0002070  Ribarnitsi Hadzhi  Dimitrovo  and
ROSPA0102 Suhaia are used for fish farming. In
addition, anthropogenic activities with potential negative
impacts on populations are common - poaching, change
of land categories used near water bodies, influence of
external factors such as avian influenza, etc.
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TABLE 1 BRIEF INFORMATION FOR THE PROJECT "INNOVATIVE AND
COLLABORATIVE MANAGEMENT OF NATURA 2000 SITES IN THE DANUBE
BORDER REGION", ROBG-10

Overall Sustainable management of ecosystems in
project European Natura 2000 protected areas by
objective establishing a joint model for their better

planning, conservation and use in the

transboundary Danube region, introducing a
common approach to biodiversity conservation
and supporting transboundary investments in
Natura 2000 sites.

»  better administration of Natura 2000 sites and
their surroundings;

support for common management through an
established information system;

achieving a better conservation status of
27,046 ha of protected areas for the
conservation of wild birds - BG0002018
Ostrov Vardim (1,167 ha) and BG0002070
Ribarnitsi Hadzhi Dimitrovo (446 ha) in
Bulgaria and ROSPA0024 Confluence of Olt
Danube (20,960 ha) and ROSPA0102 Suhaia
(4,473 ha) in Romania;

raising public awareness of Natura 2000
sites.

QOutcomes of
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Map 1. Protected sites along the Danube river, included in the
project (in Bulgarian)

And here is the place of information system
INCOLAB - it is constructed in a way to allow the
structured management of all information about the four
protected areas - building a database with information
from different sources, recording information about
events/ incidents with environmental impact in the
protected areas and which may require the intervention of
the two institutions, within their competences.

The process of development the system went through
the following phases:

— provision of data by conducting preliminary and
field surveys, mapping and preparation of an
assessment of the conservation status/security
status of the bird species subject to conservation in
protected areas BG0002018 Ostrov Vardim,
BG0002070  Ribarnitsi Hadzhi  Dimitrovo,
ROSPA0024 Confluence of OIlt Danube and
ROSPA0102 Suhaia;

preparation of an Action Plan with measures to
maintain and restore the favourable conservation
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status of the habitats and populations of bird
species. Preparation of a Monitoring Plan with a
timetable for the implementation of the proposed
measures and monitoring route maps to serve the
two monitoring institutions;

preparation of a Joint Management Plan for the
four ecosystems in the transboundary Danube
region;

development of an information system to support
the implementation of the Joint Management Plan.

The information system is intended for use by the
following categories of users:

— employees of the territorial structures of the
National Environmental Guard and of the Regional
Inspectorate for Environment and Water - Veliko
Tarnovo;

operators of protected areas in Romania;

citizens who report violations/ incidents through
the public portal or the smartphone app in Bulgaria
and Romania.

The information system is customized for the National
Environmental Guard and the RIEW - Veliko Tarnovo - it
has a dual administration and interface. P. Milev
mentioned that “the implementation of web-based user
interfaces implies the application of appropriate logical
software architecture” [9]. In our case, it covers and
manages the following types of information: about
protected areas and protected species in them, users of the
system, register of permits in force in the protected area,
database of reported violations/incidents, register of
sanctions imposed by the experts, reports and protocols
with findings issued by control institutions as a result of
planned and unplanned inspections. That information can
also be visualised in a geographical context. The
possibility to produce reports based on the information
entered in the system is available.

Architecture of the information system INCOLAB

The physical architecture of the system is presented in
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Fig. 1. The physical architecture of the INCOLAB information system
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The main components of the system, required by the
two administrations, are physical servers (server for
applications and database management server), stationary
work stations, the existing local LAN, existing switch,
laptops, tablets, drones, routers with firewall.

The main components of the system required for
citizens’ use are:

— tablet, mobile phone - any person interested in
finding information regarding protected areas or in
reporting incidents noted in the field can download
the INCOLAB client application on his mobile
phone from the Google Play Store. The Android
app is free.

work station - citizens can use the public web
interface of the software application through the
external portal of the application server of the
control institutions. The public portal can be
accessed from any citizen's personal workstation,
respectively in Romania and Bulgaria at the
following addresses - https://incolab.gnm.ro/ and
https://incolab.vt.riew.gov.bg/

It is important to note that public participation, as a
source of preliminary data for the common information
system, is a new innovative and psychological approach
that can make significant changes in the way these areas
can be preserved in the future - in the transboundary
Danube region that needs common protection. Despite the
existence of the system, its use by users is still limited.

We should underline, that the public web interface and
the mobile application have an easy to understand and use
menu in Bulgarian, Romanian and English languages, and
short instructions for the interface have been prepared and
published to help the user.

Fig. 2. View of the INCOLAB public web interface on the RIEW-Veliko
Tarnovo website - https://incolab.vt.riew.gov.bg/
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There are seven main conceptual modules of the
INCOLAB system:

1. System Infrastructure Module - supplies the
central hardware platform, the underlying software
platform and the communication platform to allow the
implementation of the specific functionalities of the
system; supplies the individual equipment for users to
allow them to access the functionalities of the system
(laptops, tablets);

2. INCOLAB platform administration and access
Module - implements the administration functions of the
software platform, including the defined parameters;
manages the management of user authentication and the
granting of usage rights; allows access to the different
functional modules of the platform; implements the
management of the application logs;

3. Protected areas Module - allows the definition
and updating of their types and characteristics, including
the attachment of photographs; allows the definition of
areas, including their perimeter in the form of GIS
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(Geographic Information System) coordinates using map
mode;

4. Incident Module - allows the registration of
incidents within the platform, both through the public web
interface of the portal and the use of the smartphone
application; allows the management of the process of
tracking and dealing with incidents;

5. Inspections/verifications Module - allows the
recording of the results of inspections carried out by the
environmental commissioners/experts through inspection
reports and findings; allows the recording of information
relating to the inspections carried out, including penalties
imposed;

6. Map Module - includes the GIS technology
elements that allow the import of the outlines of the
protected areas, the display of vector features and the base
map, and the localization on the map using GPS
coordinates of incident information;

7. Reports Module - includes functionality to search
for information by alphanumeric or spatial criteria, allows
query results to be displayed both in alphanumeric format
and on a map background.

As the information system is accessible via the
Internet, functionalities have been implemented to collect
and analyse potential security incidents, including the
identification of malicious behaviour or attempts to use
the system inappropriately.

System operation in a real environment

In general, no reports of violations in the two
protected areas BG0002018 Ostrov Vardim and
BG0002070 Ribarnitsi Hadzhi Dimitrovo, such as fire,
destruction of nests, littering, pollution, dead
animals/birds, poaching, destruction of vegetation, trees
and shrubs, unauthorized picnicking, etc., have been
received by the RIEW through any communication
channel - telephone, e-mail, information system. The
areas have limited access as they are island and fishponds,
which does not imply frequent violations of the regimes in
their use and management.

The staff of both environmental institutions records
data in the system on planned annual spot checks carried
out.

The situation is similar on the Romanian side, for
protected areas ROSPA0024 Confluence of Olt Danube
and ROSPA0102 Suhaia.

The lack of administrative capacity to manage the
INCOLAB information system and financial resources to
maintain it is proving problematic for its long-term use.
Direct access to the internal architecture of the system is
needed from each control institution - user of the system
for continuous updating of software applications, for
changes in the structure of the database, for ensuring the
security of shared information.

Perspectives for the INCOLAB information system
development

With regard to the multiplication of the system, the
following ideas are embedded:
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1. Application to other sites in the European Natura
2000 network

The model for developing a common management
strategy and information system for the four sites could be
applied to all other sites in the Bulgarian-Romanian
border region. To scale up, investments related to
technical upgrades of equipment, training of users, and
technical updating of the system to allow inclusion of new
sites are needed.

2. Benefits of common management and cross-border
cooperation

The common management and cross-border
cooperation approach in an innovative way creates a real
basis for new common projects to the benefit of all
participants. The expectation is to increase the speed of
solving cases that involve common competences on both
sides.

3. Setting reporting standards and monitoring tools
for the territory

The information system sets a model standard for

cross-border data exchange, reports, templates and
represents a new type of monitoring tool.
IV. CONCLUSIONS
The INCOLAB information system has been

developed as an innovative model for monitoring and
reporting on the status of protected areas of the Natura
2000 network for the conservation of wild birds. The
recording of facts, data and information from different
sources in the Bulgarian-Romanian part of the Danube
River aims to implement a new approach in the
management of these areas, to allow the exchange of
information and data between the control institutions of
both countries to serve for interpretation, analysis and
preparation of joint reports.

The work in real conditions has shown that the system
needs to be promoted, expanded, continuously maintained
and serviced for the real exercise of transboundary
cooperation with common management and sharing of
technical and scientific data.

“Faced with the challenge of the global information
society” [10], administrations continue their efforts to
digitize and automate processes, data and services,
including the search for financial instruments to improve
the INCOLAB information system for its effective use for
monitoring and reporting purposes.
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Abstract. Currently, the volume of data in information
systems and the information needs of users are increasing.
This causes information overload and a number of
difficulties in finding the necessary information. Therefore,
individual approaches, including personalization of user
profiles, are important in solving this problem. Creating a
user profile is relevant for obtaining information from
systems in accordance with the needs of the user and for
personalizing the services provided by the system. The lack
of direct user profiling in information systems creates a
number of problems in providing personalized services to
users. Around the world, recent research has focused on
developing systems that personalize user profiles based on
their data sets. The work done so far on a global scale to
create and model user profiles is analyzed. In this article,
mathematical algorithms such as TF-IDF, Cosine similarity,
Word2Vec are used to model and personalize user data. It
also provides a classification scheme for user profiling,
modeling and personalization. This classification scheme is
based on three components. These are user data collection,
user profiling, modeling and personalization components.
Additionally, the article also mentions the benefits of user
identification.

Keywords: user profile, user profile modeling, personalization,
information need, semantic connection, similarity, ontology.

L. INTRODUCTION

Currently, as a result of the increase in the volume of
data in information systems, users experience information
overload. This forces users to spend a lot of time
searching for information that matches their information
needs and creates demands for personalization approaches
that match the wuser's information search profile.
Personalization requires first creating and modeling user
profiles. Typically used for user profiles, user data
modeling, and personalization. User profiles reflect an
individual's personal information, demographics (name,
age, country, gender, language, profession, academic
background, etc.), as well as their interests and
preferences.

Yashin Sharifov
Optical Communications Systems and Network Security
Karshi branch of the Tashkent University of Information
Technologies named after Muhammad al-Khorezmi
Tashkent, Uzbekistan
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User profiling is widely used in various search
engines, user identification, personalization,
recommendations, intelligent learning systems, data
filtering. User profile information varies depending on the
information content in the information systems field. That
is, the user's profile information is updated dynamically
depending on his interests. When communicating with
users, information systems should include the study of
their behavior (topics of interest, social relationships, user
evaluations, and goals) [1, 3].

As a result of taking into account the interests of users,
user modeling becomes possible. User modeling is the
process of collecting user browsing history data from
open systems, creating user profiles, storing and testing
systems. For example, recommendation-oriented
information systems capture the characteristics of
registered users, find similar users based on input data,
and offer personalized information and services that
ultimately satisfy users' information needs. There are two
main approaches to user modeling [5, 12]:

e create an initial profile for a new user;

e keep profile information up to date in accordance with
the constantly changing interests, preferences and
information needs of users.

These two approaches must be fully implemented
since user modeling is done based on profile data (based
on the above approaches).

Based on user data, personalization is carried out as a
result of creating a profile and modeling the user.
Personalization mainly relies on two types of user
profiles:  static and dynamic  profiles.  Static
personalization does not take into account the initial
registration of users from information systems and the
creation of a profile, and then the needs and interests of
users. As a result, systems recommend irrelevant
information and services to users. Because the
information needs and interests of users change over time.
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Dynamic personalization overcomes the shortcomings
of static personalization, that is, it constantly learns the
interests and information needs of users and provides
services to users based on their characteristics. Dynamic
personalization uses clustering and classification
algorithms to create user profiles.

User profile

Data collection

\

‘ Creating and modeling ‘

II.

For profiling, modeling and personalization of users, a
generalized classification scheme is created (Figure 1).
This classification scheme is based on three components:

MATERIALS AND METHODS

— Data collection;
— Creating and modeling user profiles;

— Personalization.
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II. DATA COLLECTION

The main step in creating a user profile is collecting
information about the user. Collecting information from
users of information systems, studying their
characteristics, information needs, and knowing their
interests is an important task in creating personalized
systems. Depending on the nature of the data,
personalization is carried out. User profile data and data
properties must be mutually exclusive [1, 4].

User profile content

A user profile contains various information, including
the user's personal information, knowledge and skills,
information needs, user goals, behavior, interests,
preferences, etc. The following are several types of
information for a user profile:

Demographic  information. User demographic
information includes first name, last name, middle name,
country, language, age, gender, education, family
members, social background. Demographic information
is very important when creating a user profile.

Knowledge and skills. User knowledge and skills are
important for student modeling in online learning
systems. Students' knowledge is the main feature that
determines the appropriate teaching system, and it is
important to support them in the subject being taught,
give appropriate instructions and adapt the lesson
content. Today, some organizational systems take into
account the knowledge and skills possessed by users and
determine whether a suitable vacancy is available [2, 5].
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Goals and information needs. User intent can be
determined by their search history in the information
systems and applications they use. Information needs are
a situation when a user makes a request to search for
information in systems (issues a request for an advanced
search), with the goal of obtaining the necessary
information from systems. Keywords are entered into the
search by users, and ratings are recorded by the systems
on the server. This is important to provide information
and recommendations that match the user's profile and
exactly what is needed.

Behavior. Behavior is one of the important pieces of
information when creating a user profile. Because many
artificial intelligence systems use three types of behavior
to determine user behavior: reviews (opinions), ratings
and  psychological studies (tests, questions,
questionnaires). Feedback (opinions) left by the user is
one of the main indicators that determines his behavior.
Popular social networking systems develop personalized
recommendation content based on user feedback.

Interests and preferences. People's interests and
preferences are important data when personalizing user
profiles. Users' interests may be related to social
connections, site names, page topics, sections of
information systems, topics in social networks, groups.
Also, people’s preferences can be obtained from the
history of e-commerce systems and from the history of
viewing video content. Users' preferences for profile data
are modeled based on their short-term and long-term
activities. Modeling of long-term activity is mainly
carried out in relation to the Google system, that is,
created using Google feed themes. Short-term activity
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models are created using the history of caches that users
have clicked on in information systems.

Intuition data. Intuition plays a key role in user
profiling, and data management is carried out without
mathematical algorithms. Users' intuitions often shape
initial perceptions of resources and services. When
creating a user profile, their intuitive characteristics are
determined. These signs are the choice of language, a
history of continuous visions, the type of mental activity
and the ability to think logically. Intuition helps users
decide whether to trust a website or brand. It's like an
internal compass that helps users navigate cyberspace.
Intuition allows users to quickly make decisions, reason,
and quickly sort and process information. Gut feelings
help users connect emotionally with a resource and
service. User profiling is not just about data, but also
about understanding the person behind the profile.

Other contexts. 1t is important to describe the content
of resources in information systems. The general and
summary content of the resource is considered user
profile information. Also, the location of users is
important as contextual information in social networks.
Because the location information of users can be
accurately provided. In this case, source addresses and
user locations are compared, and relatively similar
information is presented in the form of a user profile
feed. Social networks collect information about the
psychological state of users, what they like or dislike
(like/dislike), as well as emotional data. Some social
networks have found that users' emotions directly
influence how they use the system. All of this is
important information for modeling the user profile in the
context of the type. This type of information is then used
to provide users with the information they need [6, 8].

Types of data collection

Data collection is carried out in normal, automatic
and semi-automatic modes, respectively. The accuracy of
user profile data depends on the amount of data generated
as a result of user interaction with the system. In addition,
the personalization stage reflects how, where and when to
use the collected data. There are three types of data
collection methods [4, 6]:

open data;
private data;
hybrid data.

Open data. Data collection using open data is carried
out directly in connection with the user himself.
Registration of users from the information system,
requests entering the system, pages divided into
categories, assessments of system resources, storage of
request history - data collection using an open method.
For example, Amazon's system asks users to leave
reviews and ratings for resources and services. Amazon
then uses the information collected in this open manner to
provide personalized recommendations to users. Open
collected data is also used to determine user preferences
in recommender systems. Some information systems use
query keyword extraction, user reviews, and messages
saved on social networking pages to express user
interests. Data collected in an open manner is also static
in that it remains valid until the user explicitly changes
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his or her interests and preferences. Additionally, this
method is limited to asking users to indicate their
interests using keywords.

Private data. Regarding private data, information
about the user's interests is usually learned automatically.
Online information systems automatically collect user
data. Automatic data collection differs from static mode,
in which system usage history is collected from system to
system on a regular basis. By creating a user profile
based on the information collected in private data,
personalized search and recommendations are
successfully implemented. Information is generated from
personal data by tracking the user's profile browsing
history, time spent on each page, and user history. Private
data collection is currently supported by internet
browsers and collects all user actions on the system
server.

Hybrid data. Hybrid data is collected semi-
automatically with limited user intervention. Information
systems collect information from users based on a hybrid
approach, using open and hidden methods. This approach
is necessary for effective user profiling and timely and
accurate data collection. A user profile is created by
combining users' personal information, opinions,
interests, history of queries entered into systems, and
users' history in the system log. Data collection based on
this method is carried out by combining open and private
methods.

IV. CREATING AND MODELING USER PROFILES

User profile presentation. The second stage of the
user profile is the creation and modeling of the user
profile based on the collected data. The collected data is
processed using mathematical algorithms and plays an
important role in modeling the user profile. A user profile
view is a collection of pre-collected data that reflects a
user's interests. Modeling the user profile representation
is carried out in three ways: term-based modeling,
semantic network based and concept based modeling
methods [8].

Term based. A user model based on keywords and
terms generates digital vectors using the TF-IDF
algorithm for texts in information systems. User input
and saved query data is converted into a vector
representation  (Word2Vec) and then  similarity
algorithms (Cosinus, Jacquard, etc.) are discovered. Texts
in information systems based on the user's request, that
is, keywords, can be sorted by user profile information
using TF-IDF algorithms. In this case, the TF-IDF
algorithm evaluates to the value range [0,1].

Ntd
ZkNed

TFq = (1)

Here, TF — number of frequencies of the word in the
document, t — text, d — document.

IDF(w) = log (Din) (2)

Here, IDF(w) — number of documents containing
words.

Wea = TFq * log (5) 3)
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After the query data entered by the user is converted
to Word2Vec, the user profile is modeled using similarity

algorithms. Cosine similarity is expressed in the
following order.
Sim(u,v) = Zier(Ru,i) (Rv,i) @

z\/ZiEI(Ru,i)ZZ\/ZiEI(Rv,i)Z
The similarity of Jaccard is expressed in the
following:

|Ry|N|Ry|

Sim(u,v) = & Gk,

(%)

Similarities are measured using these similarity
algorithms. The TF-IDF algorithm analyzes requests to
information system user profiles and provides customized
data sequences.

Semantic network based. Users face problems of
polysemy and synonyms when entering queries using
keywords in information systems. To overcome these
problems, user profiles are linked to the semantic web
and each node in the network is weighted. An ontology
must be built between the semantic web, user interests,
and query history. For example, the WordNet system
created an ontology-based user profile model based on
user interests and queries. An ontology-based knowledge
base of user profiles greatly simplifies working with the
semantic web model.

Concept based. Concept-based user profile models
are similar to the semantic web model, in which no
ontology is built. In this model, semantic network nodes
and relationships between nodes are important to the
user's profile. Conceptual models are used to determine
the user's level of interest in a topic. This model can also
use TF-IDF algorithms to weight user profile queries.

Create user profile

There are two important concepts to consider when
creating a user profile: first, what data sources users use
for what purposes, and second, how to create a user
profile using the selected data sources. Research shows
that four concepts are important when creating user
profiles today. These are data search, approaches based
on machine learning algorithms, creation of ontologies,
approaches based on intelligent agents. User profiles are
created based on interests and preferences. Additionally,
the four concepts above may not be fully utilized when
creating user profiles. Profile information must be
updated to ensure that the chosen construction method
accurately reflects users' preferences.

Information retrieval. Information retrieval plays an
important role in user profiling as it allows information
systems to collect relevant information about user
preferences, behavior, interests and demographics.
Information retrieval helps collect information about user
interactions, such as search queries, browsing history,
and content preferences. By analyzing user interaction
data, information systems can build a database of their
goals and interests. This database allows for more
specific recommendations and suggestions, tailored to
users' preferences and goals after creating a profile. With
user profiles, information systems can operate more
efficiently by  consistently providing relevant
notifications, updates, and alerts based on users' interests
and past interactions. In addition, information retrieval
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allows you to match resources based on user profiles.
This improves the recommendations of relevant resources
for individual users, which improves user satisfaction.

Machine Learning algorithms. Machine learning
algorithms are widely used to classify documents in
information systems into topics to create user profiles.
The resulting topics are used as keywords and concepts to
create user profiles. In information systems, decision
trees, Bayesian classifiers, and K-nearest neighbors
(KNN) machine learning algorithms are used to identify
document topics by learning classifications from a set of
documents matching a user's query. Machine learning
algorithms KNN and Bayesian classifier play an
important role in creating user profiles through efficient
analysis and classification of data. KNN is a simple
algorithm used for classification task. This algorithm is
useful for creating user profiles and is based on the
similarity of data points. When creating user profiles,
KNN can be used to find similar users based on various
characteristics and attributes. For example, given a
dataset of user goals and behavior, KNN identifies users
with similar preferences by measuring the distance
between their feature vectors. When creating user
profiles, a Bayesian classifier is used to classify users
into different categories and segments based on their
information and behavior. For example, in e-commerce
platforms, Bayesian classifiers are used to segment users
based on their purchasing history, browsing behavior,
such as frequent shoppers, occasional shoppers, and non-
buyers.

Ontology based. In user profiling, an ontology is a
formal representation of knowledge in a specific domain
of data representation. Ontologies provide a common
framework for describing concepts and relationships that
facilitate interaction between different systems and
applications. Creating an ontology is useful in situations
where user profiles need to be shared and integrated
across multiple information systems. Creating an
ontology to represent user preferences, interests, and
behavior is essential for personalized user profiling
recommendations. Ontology-based user profiles enable
information systems to understand the context of user
actions and provide tailored recommendations and
services. Ontology creation is also useful for tasks such
as identifying inconsistencies in user profiles, identifying
latent user preferences, and predicting future behavior
based on historical data. Ontology-based approaches play
an important role in creating user profiles by providing a
structural and semantic representation of user data,
facilitating  interaction, enabling  personalization,
supporting data integration, and enhancing reasoning and
inference capabilities [8, 13, 15].

Intelligent agent based. In the context of user
profiling, agent-based approaches play an important role.
Intelligent agents collect information about users and
create user profiles. These profiles capture users'
preferences, behavior, and context. Using data mining
and ontologies, profiles can be created with context
updates. These updated profiles provide a personalized
experience and a better understanding of user needs. By
learning relevant contexts based on user behavior,
intelligent agents dynamically adapt. Ontology segments
represent these relevant contexts. The integration of
intelligent agents, data mining and ontologies improves
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overall user profiling performance. Intelligent agent
approaches enable users to create more informed and
context-sensitive user profiles, leading to more
personalized services and interactions.

V.

The third step will be to use the information in the
user's profile to provide personalized services. Once a
user profile is created, personalized recommendation
systems are used to provide personalized services in
search, social media, and wvarious service delivery
processes [10].

PERSONALIZATION

User identification. Accurate user identification is
critical to any information system that creates profiles
representing individual users. With personalization,
usernames, email addresses, and passwords form the
basis of user identification. This information provides
access to personalized services and content. Age, gender,
location, nationality and preferences help identify the
user. Demographic data helps create initial user profiles.
A user identification allows you to personalize behavior
by associating behavior with specific people.
Personalization, when information systems recognize a
returning user, can tailor content and recommendations.
For example, an e-commerce system greets the user by
name when he logs in, suggests products based on past
purchase history, meaning the system remembers the
user's preferences. This process is performed using the
user identification. User identification is the foundation
of effective personalization.

Applications

Recommendation and prediction. Recommender
systems and predictions are essential for personalization.
Recommender systems provide users with personalized
resources and services based on their preferences,
behavior, and historical data. Users feel understood
(observed) when information systems offer relevant
resources (movies, books, products). For example, the
Netflix system suggests shows and movies based on
viewing history and user profile ratings. And Amazon
recommends resources based on your browsing and
purchase history. Predictive systems allow information
systems to adapt to user profiles in real time. For
example, predicting share prices based on stock market
trends [7].

Web search and browsing. Searching and browsing
play an important role in personalizing and shaping users'
online experiences. When you enter a query into a search
engine, it returns results tailored to the users' profile
rather than generic results. However, remembering
previous searches and visited websites helps the user
understand your interests. It takes into account social
interactions to better understand user preferences. In
addition to search, website personalization customizes the
entire site experience for each user. Personalized search
is the process of searching a collection of documents and
web pages based on the user's interests and preferences.
User interest is generated by analyzing the websites that
users search for.

Adapted education systems. Adapted education
systems play an important role in improving personalized
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learning experiences. Adapted education systems
organize individual lessons for students, taking into
account their different levels of knowledge. They
dynamically adjust the learning period based on each
student's mastery of concepts. Adapted education systems
do not follow a curriculum, these systems determine
areas of learning based on individual needs, abilities and
preferences [9, 14].

Visualization. In modern information systems,
decision making is often based on data. Visualization
allows us to understand complex information by
representing it visually. Effective user profiling requires
the creation of accurate user models. Visualization helps
to visualize these patterns. Graphs and charts can display
user attributes, preferences, and interactions with other
people. The user profile reports personalization activities.
And visualization helps to understand which features are
important to wusers. Real-time visualization enables
dynamic adaptation. As user behavior changes,
customizing profiles and personalizing experiences
becomes important. Visualization allows users to create
meaningful user profiles, improve personalization, and
deliver personalized experiences.

Online social network. Online social networks
generate large amounts of data through user interactions,
messages and connections. This information provides
relevant information about the wuser's behavior,
preferences and interests. Online social networks allow
you to create complete user profiles. These profiles
include individual characteristics such as demographic
information, interests, and social connections. Analysis of
social connections (friends, groups) helps improve user
profiles [11].

VI. CONCLUSION

This article provides some information on the
creation, modeling and personalization of the advertiser
profile. A classification scheme for the user profile is
given. Classification scheme organizers, data collection,
user profiling, and personalization steps were analyzed.
The first step of the classification scheme includes user
profile content and data collection approaches.
Information about static and dynamic profile views of
user profile content has been provided. Including static
profile data, demographic data, knowledge and skills,
goals and information needs were analyzed. Dynamic
profile data is divided into behavioral data, interests and
goals, and other types of contextual data. Data collection
approaches are divided into open data, closed data, and
hybrid data. Registration form and survey data are open
data, query history, event likes and dislikes, keywords are
private data and the combination of open data and private
data is hybrid data.

The second stage of the classification scheme
involves presenting the user profile and creating a user
profile. The wuser profile presentation included
information about Term Based Models, TF-IDF
Algorithm, Word2Vec Algorithm, Cosine and Jaccard
Similarity Algorithms, Semantic Network Based Models,
and Concept Based Models. While creating the user
profile, detailed information was provided on data
mining, machine learning algorithms, KNN algorithm,
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Bayesian classifier, ontology based models, intelligent
agent based models.

The third level of the classification scheme includes
user identification, applications, recommendation and

prediction systems, web search and browsing,
personalized learning systems, visualization, and
personalized private network.
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Abstract. The following research paper presents a fuzzy logic
system model related to classifying network traffic as
malicious or normal. The relevance of the problem stems
from the increasingly widespread worldwide problem,
namely cyber threats against various companies,
organizations, individuals, etc. and at the same time the use
of artificial intelligence systems as a means of detecting and
preventing various types of cybercrime. To accomplish the
task, several basic work methods are followed: first, the
development goal is defined - building a fuzzy logic system
that supports and automates decision-making about the type
of network traffic (malicious or normal traffic), second,
appropriate software is selected to perform the task, in this
case MATLAB and specifically the Fuzzy Logic Designer
toolbox, third, the actual system is built consisting of pre-
obtained network traffic inputs that are taken from a pre-
collected and compiled .pcap file (the data in it are captured
and modified to contain only some network information
fields from the set of packets necessary for the experiment to
run successfully), the system itself consists of nine input
linguistic variables, one output linguistic variable and a
knowledge base (the core of the project, namely if-then rules).
The studied system is compared with other similar fuzzy
output systems of other researchers. Based on this, it is
concluded that the approach proposed in the present work to
categorize network traffic, based on pre-selected network
information fields, in collaboration with other means of cyber
protection gives very good results in the context of cyber
security.

The present project proposes a fuzzy inference system to
classify network packet types and detect TCP-SYN attack.
The fully built fuzzy source system provides a different
perspective to solve the present problem by defining the
abstract solution and facilitating the work of specialized
personnel charged with such tasks by automating the process
of providing an adequate solution regarding the legitimacy of
network traffic.

Keywords: artificial intelligence, fuzzy logic system, network
traffic analysis, TCP-SYN flood

[. INTRODUCTION

The urgency of the problem lies in the ever-growing
cyberthreats, both with regard to large Internet giants and

commercial, non-profit and governmental organizations, as
well as with regard to the average user. The need for a quick
and adequate response to protect their data from bad actors
forces the systems used to provide protection to rely on the
increasing power of artificial intelligence [9].

Security comes with additional question, stressing out
cybersecurity as Internet and other media is on the
infrastructure core. Attacks by hackers against various
organizations and individuals in general are becoming
more massive and widespread, and potential attackers can
be both organized criminals and amateurs who have
decided to play a prank on someone [2]. A few examples
can be given in this regard: Continuously sending the same
messages to multiple email addresses at random (this action
is known as social engineering [3]), with the first goal being
to determine whether a real email address exists among the
selected, and secondly, whether its owner is susceptible to
fraud (most often the message sent contains a malicious
attachment, with the help of which, when clicked, users'
devices are infected, and information such as personal data,
passwords, etc. becomes available to ill-wishers). Another
example is direct attempts to hack accounts in various
social networks, as well as sending messages of the type:
"You need to change your password at bank X", suggesting
to customers that this is a preventive measure as part of a
bank to protect clients’ data and finances, and more. To
deal with these and other similar problems, software
protection tools such as anti-virus systems, firewalls and,
for some time, artificial intelligence systems are used.
Working together, protection tools seem successful in a
decent manner. But to determine what data arrives over the
network to users, the data must be separated into good data
and bad labels.

It is appropriate to use software that makes such an
assessment of the continuous flow of network packets.
There are many possible ways to analyse, evaluate and
predict the relevant network traffic, but in this research
scenario, one particular system is considered - a fuzzy logic
system (FLS - doubtful logic [10]), based on a fuzzy source
system, which is designed to classify different types of
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attacks in good and bad (this system uses a ready-made data
set called KDD CUP 99) [7], and the current project aims
to create a fuzzy logic system that supports the automation
process of classifying a given traffic as normal or malicious
traffic, as the data set used for logging is taken from pre-
recorded network traffic in a .pcap file and pre-processed
using an artificial intelligence algorithm. In this line of
thought, fuzzy logic systems are used to develop various
systems that aim to provide precise estimation of real-time
signal processing [1]. Artificial neural networks and fuzzy
systems for cybersecurity are used to gather information
and enrich data about new threats and vulnerabilities,
which is of upmost importance for cyber systems to adapt
to ever-changing conditions.

II. MATERIALS AND METHODS

For the needs of the present research project, a system
called "NETWORK TRAFFIC sample" was created in
MATLAB using the Fuzzy Logic Designer tool, consisting
of 9 input linguistic variables, one output and 10
Mamdani-type rules at the beginning of the experiment.
(subsequently the rules were increased to 51) to support
the aims of the experiment. The input linguistic
variables are: IP source port, IP destination port, IP
destination port buffer, TCP source port, TCP destination
port, TCP sequence number, TCP synchronize flag, TCP
counter, Timestamp. The output linguistic variable label is
“Malicious traffic”. The system works with weight
coefficients ranging from 0 to 1, similar to neural
networks, where, depending on the activation function, the
output is most often in the same range. Rule is defined: 1
meaning the given network traffic is certainly malicious
and 0 meaning that the given network traffic is certainly
normal (in the particular case, the membership functions
for the output linguistic variable "Malicious traffic" are
low risk and high risk). If the weight coefficients have
values from 0 to 0.4, they will again belong to the set of
normal traffic, i.e. low risk, otherwise if values exceed 0.4,
i.e. become 0.5 and greater up to and including 1, they will
be categorized in the malicious traffic set i.e. high risk.

Each input linguistic variable in turn consists of a
different number of membership functions that satisfy the
needs of the system. What they have in common is that
they are of the same type called the Generalized Bell-
shaped MF (MF - Membership Function), also called the
Cauchy MF. This model was chosen because of its many
advantages, allowing for more accurate final results and as
few similarities as possible between the elements in the
individual membership functions. Thus, allowing them to
be classified into the correct "group", i.e. their falling into
the exact belonging function amongst the predefined ones.
Cauchy MF allows changing the shape of the function and
the size of the function thanks to the three main parameters
that make it up — a and b, responsible for the width and c,
responsible for the center point of the membership
function. Generalized bell MF is a combination of
Gaussian and trapezoidal function. On fig. 1 a graph
composed of the membership functions of the linguistic
variable I[P source port is shown, and on Fig. 1.1 the
automatically generated MATLAB source code of the
same variable is shown.

Based on these two databases, it can be summarized
that the membership functions are named using four
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example [P  addresses, concrete "192.168.6.2",
"192.168.6.3", 192.168.6.4, "192.168.6.5". As the
membership function of the first IP address "192.168.6.2"
is located in the range from 0 to 1, the membership
function of the second IP address "192.168.6.3" is located
in the range from 1 to 2, the membership function of the
third IP packet "192.168.6.4" is located in the range 2 to 3,
... and the membership function of the fourth IP address
"192.168.6.5" is located in the range 3 to 4.

System: NETWORK TRAFFIC_sample

Membership Function Plot

192.1686.2 192168.6.3 192.1686.5

Degree of Membership

15 2 25 3 35 4
Input Variable "IP_source_port™

Fig. 1. IP source port Membership function.

[Inputl]
Name="IP_source_port'
Range=[@ 4]

NumMFs=4

MF1='192.168.6.2": 'gbellmf"
MF2="192.168.6.3": "ghellmf"’
MF3='192.168.6.4": "ghellmf"’
MF4="'192.168.6.5": 'gbellmf"

,[0.485899 41.4327 ©.50796
,[0.485899 41.4327 1.58796
,[0.485899 41.4327 2.508796
,[0.485899 41.4327 3.50796

Fig. 1.1. Listing of IP source port Membership - source code in
MATLAB.

IP source port is only one component of the selected
total of 9 elements of a single packet involved in network
traffic.

Like [P _source port, IP_dest port membership
functions (since they are again 4 IP addresses) are in range
from O to 4. MFs are: "192.168.6.254", "192.168.10.10",
"192.168.10.11", "192.168.10.12". [P dest port buffer
accordingly has two MFs: "Unknown_IP" — occupying the
range from 0 to 1 and "Known IP" — from 1 to 2.
TCP_source _port consists of 5 membership function:
"1024", "1025", "1026", "1060", "2000", similarly from 0
to 5. TCP_dest_port consists of 4 MFs and they are: "10",
"80", "1023", "8080" ranging from O to 4. The next
TCP_Sequence number consists of 10 MFs — "1", "2". ..,
"10", in a range from 0 to 10. Then comes TCP_syn_flag
with 2 MFs — "0" (it means false, the flag is down), "1" (it
means true, the flag is raised) in a range from 0 to 2. The
next TCP_counter with 2 MFs "under 10",
"10_and_more" from 0 to 2 again. And the last one is
TIME (timestamp) with 3 MFs - "under 1 second",
"1_second", "over 1 second", from 0 to 3 similarly.

The designed system considers these 9 packet
information fields as basic control data. What is monitored
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is how many times the TCP-SYN flag (TCP synchronize
flag) is raised, i.e. how many times the IP source port (user
X) communicated (a session had been created) with the IP
destination port (legitimate server Y). Rules are built in
that if the number of sessions (TCP_counter) reaches 10 or
more from a specific client to a specific monitored server
within a 1.00 second time-range (TIME), then malicious
intent is present (a network attack called TCP syn flood),
i.e. user X purposefully sends the same request to server Y
in order to achieve Denial of Service (DoS) for example.
In such case, the role of IP destination port buffer is to save
the recipient's IP address if the TCP syn flag has been
detected (the flag is raised, it is 1) and being sent to server
from the same actor least twice in less than 1.00 second
time-range. TCP sequence number reports the sequence
number of the session, and TCP counter counts the total
number of packets passed through the system when
establishing a connection between the client-server model
users. To determine whether a packet is safe or harmful,
sample data for the above-mentioned information is
provided. To demystify the FLS idea, 10 if-then rules are
indicated on fig. 2 and fig. 2.1.

Rule Weight |Name
1 If IP_source_port is 192.168.6.2 and IP_dest_port is 192.... 1| rule1
2 If IP_source_port is 192.168.6.2 and IP_dest_port is 192..__ 0.9/ rule2
3 If IP_source_port is 192.168.6.2 and IP_dest_port is 192.... 0.8|rule3
4 If IP_source_port is 192.168.6.2 and IP_dest_port is 192.... 0.7 |rule4
5 If IP_source_port is 192.168.6.2 and IP_dest_port is 192.... 0.6 |rule5
6 If IP_source_port is 192.168.6.2 and IP_dest_port is 192.... 0.5 rule6
7 If IP_source_port is 192.168.6.2 and IP_dest_portis 192.__ 0.5 rule?
8 If IP_source_port is 192.168.6.2 and IP_dest portis 192.... 0.6 |rule8
9 If IP_source_port is 192.168.6.2 and IP_dest port is 192.... 0.7 |rule9
10 | IfIP_source_port is 192.168.6.2 and IP_dest_port is 192.... 1| rule10

Fig.2. Network traffic rules.

IfIP_source port is 192 1686.6.2 and IP_dest_port is

192 168.6.254 and IP_dest_port_buffer is Known_IP and
TCP_source_port is 1060 and TCP_dest_port is 80 and
TCP_Sequence_numberis 10 and TCP_syn_flagis 1 and
TCP_counter is 10 and more and TIME is 1_second then
MALICIOUS _traffic is high_risk

Fig.2.1. Rule classifying a high risk with a weight of 1, generated by
MATLAB.

It can be seen from fig. 2. that all rules are set with
weight factors between 0.5 and 1, ensuring that the
selected set of rules belongs to the desired output. And fig.
2.1. demonstrates what a rule should look like such as
certainly presenting the traffic to be malicious. Obvious
point is having a severity factor of 1, the TCP-SYN flag is
raised 10 times according to the TCP sequence number,
and the IP address of the recipient and sender respectively
are the same.

These 10 rules are far from providing all the
possibilities for the state of the system, but they are a basic
example of how it should work. For example, a rule like:

If (IP_source_port is 192.168.6.3) and (IP_dest_port
is 192.168.10.10) and (IP_dest_port_buffer is Known_IP)
and (TCP _source_port is 1024) and (TCP_dest port is
8080) and (TCP_sequence number is 10) and
(TCP _syn_flag is 1) and (TCP_counter is 10 and more)
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and (TIME is 1 _second) then (Malicious traffic is
high_risk) (1),

will also work correctly with a weight factor of 1, since
the above requirement of malicious traffic - high risk, is
met and the weight factor is in the correct range from 0.5
to 1 inclusive.

A similar rule, now with a weighting factor of 0, i.e.
guaranteeing that the given set of rules certainly does not
belong to the desired output, looks like this:

If (IP_source_port is 192.168.6.5) and (IP_dest port
is  192.168.10.10) and  (IP_dest _port buffer s
Unknown IP) and (TCP_source port is 1025) and
(TCP dest port is 1023) and (TCP_sequence number is
1) and (TCP syn flag is 1) and (TCP_counter is 1 and
more) and (TIME is over 1 second)  then
(Malicious_traffic is high risk) (0)

Here, the role of the weighting factor in the
construction of these rules is extremely important. In the
particular case, a weight set to 0 ensures the situation that
the probability of the traffic being malicious is low. The
same result can be achieved if the membership function is
changed from high risk to low risk and the weight factor
becomes 1.

In order to obtain more accurate results, a few more
experimental setups are made, and the number of rules in
the knowledge base becomes 51.

Fuzzy output systems are abstract, unorthodox [5] and
can be modified according to the understandings and needs
of artificial intelligence through fuzzy reasoning [8].

On fig. 3 the constructed output is presented, consisting
of two membership functions, with the help of which the
traffic is classified as good or bad, respectively. Fig. 3.1.
presents the automatically generated source code of the
output linguistic variable from the MATLAB software.

System: NETWORK TRAFFIC_sample
Membership Function Plot

low_risk high_risk

Degree of Membership

x

J

02 0.4 06 12 1.4 16 1.8 2

Output Variable "MALICIOUS_traffic”

Fig. 3. Degree of membership for 1 linguistic output variable.
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[Qutputl]

Mame="MALICIOUS traffic’

Range=[©@ 2]

NumMFs=2

MF1="low_risk': 'gbellmf',[0.485899 41.4327 ©.58796]
MF2="high_risk"':'gbellmf',[©.485899 41.4327 1.50796]

Fig. 3.1. Output - source code in MATLAB.

Judging by fig. 3. and fig. 3.1. it can be summarized that
the output of the system can be only two options low risk -
harmless traffic or high risk - bad traffic, with the
membership function "no risk" extending in the range from
0 to 0.99, and the membership function "high risk" covers
the range from 1.0 to 2.

III. RESULTS AND DISCUSSION

As a result of the conducted experiment (with 10 if-
then rules), a simulation of a system with fuzzy output was
built, giving information about the type of specifically

4 Rule Viewer: NETWORK TRAFFIC_sample
File Edit View Options

1P_source_port =0.232

3
3
8
2

1P_dest_port_buffer=1.9  TCP_source_port = 3.61

3
S
2
4
S
4
£
g
8
3
H
°
8

selected packets of network traffic (whether there is cause
for alarm in them, i.e. the presence of a malicious action
or not). When testing the already built fuzzy logic system,
sample values were selected for the inputs which are
defined in the following data array:
[0.2321;0.5893;1.903;3.606;1.646;9.69;1.673;1.743;1.60
6]. This array represents the membership functions of each
of the 9 pre-selected network packet information data for
monitoring, with the resulting score having a value of 1.51
and indicating that the traffic in this case is malicious, as
the membership function of this point is ' high risk'
(because MF 'high risk' ranges from 1 to 2). The result of
this can be seen on fig. 4.

TCP_counter =1.74 TIME = 1.61

MALICIOUS_traffic = 1.51
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Input: Plot points:
[0.2321;0.5893:1.903:3 606:1.646:9.69;1.673;1.743:1.606]

Move:
tight

-

Fig. 4. The result, from the built 10 rules, showing the outcome desired by the expert - with weight coefficients between 0.5 and 1.

In order for the reach to be more comprehensive, 7
more attempts were made, and the if-then rules were
supplemented to 51. The results of the experiment can be

seen in table 1 and table 2. As table 2 presents the
interpreted results of table 1.

TABLE 1 MULTIPLE TESTING OF Fuzzy OUTPUT — WITH 51 IF-THEN RULES

IP_source | IP_dest_ | IP_dest _port_ | TCP_source | TCP_dest | TCP_Sequence | TCP_syn | TCP_cou | Timest | Malicio
_port port buffer _port _port number _flag nter amp us_
traffic

1.482 1.661 0.5575 3.695 3.699 0.04425 1.584 0.00885 2.456 0.662
2.696 2.544 0.5575 0.1096 0.4696 1.36 1.296 1.798 1.396 0.903
3.391 3.526 1.904 0.2851 0.9913 10 2 2 1.213 1.24
1.617 3 1.765 0.943 1.861 9.079 1.661 1.833 0.7696 1.07
2.591 1.105 0.7217 0.4167 0.01739 3.904 1.365 1.061 2.596 0.961
2.522 2.93 1.452 3.311 2417 7.412 1.435 1.325 0.326 1.04
2.625 2.589 1.779 0.5973 3.133 7.478 2 1.336 0.1726 1.05
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TABLE 2 INTERPRETATION OF TABLE 1

IP source IP dest TCP TCP TCP
port IP dest port port source TCP dest | Sequence syn TCP TIME Malicious
buffer port port number flag counter (Timestamp) traffic

192.168.6 | 192.168.10.1 Uknown_ 1060 8080 1 1 under 10 | over_ 1 secon | low_risk
3 0 1P d

192.168.6 | 192.168.10.11 | Uknown_ 1024 10 2 1 10_and_ 1_second low_risk
4 1P more

192.168.6 | 192.168.10.1 Known_I 1024 10 10 1 10 _and_ 1_second high risk
.5 2 P more

192.168.6 | 192.168.10.1 Known_I 1024 80 10 1 10 and_ | under 1 seco | high risk
3 2 P more nd

192.168.6 | 192.168.10.1 Uknown_ 1024 10 4 1 10 and_ | over_l secon | low_risk
4 0 1P more d

192.168.6 | 192.168.10.11 | Known I 1060 1023 8 1 10 and_ | under 1 seco | high risk
4 P more nd

192.168.6 | 192.168.10.11 | Uknown_ 1024 8080 8 1 10 and_ | under 1 seco | high risk
4 1P more nd

The "Materials and Methods" section describes the
ranges in which the respective membership functions of
each input linguistic variable and the output linguistic
variable lie, and table 2 is constructed based on them.
Between the first column and the first row of table 1, the
numeric value 1.482 for IP_source address is presented,
which means that the second IP address is specified (since
it is in the range 1 to 2), which is "192.168.6.3". Between
the second column and the first row of table 1 is the
numeric value 1.661 for IP_dest address, which again
shows the second IP address, but this time to the recipient
and it is "192.168.10.10". Between the third column and
the first row of table 1 is the value 0.5575 for
IP_dest buffer, which means that the value falls in the
range 0-1 and the membership function is "Uknown_IP".
The intersection of the fourth column and the first row of
table 1 expresses the value 3.695 of the input linguistic
variable TCP_source port, i.e. the membership function is
"1060" (since it is in the range 3-4). The intersection of the
fifth column and the first row of table 1 represents the
value 3.699 of TCP_dest_port, so the MF is "8080" (falls
in range 3-4). Between the sixth column and the sixth row
of table 1, the resulting value 0.04425 is presented, which
refers to the TCP_Sequence number and falls in the range
0-1, which means that the membership function in this
situation is "1". The value between the seventh column and
the first row of table 1 of the linguistic variable
TCP_syn_flag is "1.584" respectively, the resulting value
falls in the range 1-2, i.e. MF is "1", i.e. the session is
complete. The value between the eighth column and the
first row of table 1 of TCP_counter is 0.00885, i.e. MF is
"under 10". Between column number 9 and row 1 of table
1 is represented the value 2.456 for TIME (timestamp) -
with a total of three membership functions, this value falls
in the range 2-3, i.e. "over_1_second". Between the last 10
column and the first row of table 1, the result of the search
is concluded, namely whether the traffic is malicious or
not. At a value of 0.662 MF is "low_traffic". The
interpretation of the remaining 6 lines is analogous.

A detailed examination of Tables 1 and 2 shows that
the results obtained are quite good, i.e. the created system
works correctly.

A brief comparison between the problem at hand and
two other similar problems follows.

Shanmugavadivu's [7] fuzzy system uses 34 input
linguistic variables representing a part of the KDD CUP
99 data set, based on which multiple if-then rules are built,
of which a part of them determined by a filter is finally
used in forming the final exit. Overall, the system is
reliable, but from the point of view of having some unused
input linguistic variables and ultimately unused if-rules,
this can lead to not so good efficiency and not so good
speed. On the other hand, Slavyanov's [1] fuzzy system
has the required number of rules and the required number
of inputs to function properly. In general, the proposed
system in this paper uses pre-collected and pre-processed
input data that are as accurate as necessary to properly
build the algorithm. The rules are properly defined,
initially the system was tested with only 10 rules, but
subsequently with 51 rules. As the number of rules
increases, the accuracy of the algorithm increases.

Striving to take the best of the two systems with which
the current one is being compared, and accordingly to
avoid approaches that are not well suited to the current
problem, an optimal system was created.

Analysing the obtained results from fig. 4, table 1, table
2 and in view of the comparison made with other two
similar systems, it can be concluded that the proposed
system is efficient, stable [6] and accurate.

IV. CONCLUSIONS

The project that is built in this paper answers the
question of how a fuzzy inference system, can be built to
successfully classify output as malicious or non-malicious
by using weighting factors.

In the context of cybersecurity discussed up to this
point, it can be summarized that FLS are a powerful tool
for building systems showing the principle of separating
data passing through the network into good content and bad
content i.e. fuzzy systems are an essential element in an
overall system supporting the cyber defense of various
organizations and individuals.

The future development of artificial intelligence
algorithms is inevitable to continue the evolution in
cybersecurity. The introduction of fuzzy output algorithms
in the context of network security has demonstrated an
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increase in its accuracy and its effectiveness over time [4]
and the improvement of security measures in various
systems.

The end result is automating the process of deciding on
the type of network traffic, analysing and correctly
classifying network data by creating a set of rules.

The proposed system can be used in various areas of
network security, including optimization of network
resources, detection of malicious actions and protection
against cyberattacks, and it can be integrated with other
systems for even more reliable protection and improvement
of response time by specialists in this field.
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Abstract. The research focuses on the attitudes and readiness
of organizations to integrate Artificial Intelligence (Al)
technology into their internal business processes. The present
study aims to determine how organizations perceive
technological innovations related to Al Specific goals include
measuring the degree of readiness and acceptance of
technological innovations by organizations, as well as
identifying factors influencing the success or failure of this
process. The main object is Al technology and its potential
for enhancing the efficiency of internal business process
management. The significance of this analysis is threefold,
providing valuable information on current trends and
challenges in internal business processes and their
transformation under the influence of AL In the course of the
study shall be justified the thesis that AI technology holds
significant potential for optimizing internal business
processes, that is not yet fully realized and utilized due to
various obstacles. Overcoming these obstacles is possible
through individualized strategies, the establishment of
ethical standards, active training, and other measures that
contribute to the successful integration of artificial
intelligence into organizational dynamics. The methodology
includes a comprehensive literature review combined with
the use of questionnaire surveys, Gap analysis and SWOT
analysis. The main conclusions are related to the diversity in
motivations among surveyed companies, necessitating
differentiated strategies. Improving operational efficiency
and customer service, and enhancing competitiveness,
transpire as driving power for Al implementation.
Evaluating attitudes reveals differences in readiness among
business organizations, resp. some of them actively taking
steps to implement AI, while others are still exploring
possibilities or are uncertain about the overall approach to
adopt. The recommendations for organizations are
multifaceted. Constantly exploring new technologies and

Bulgaria
kiril.luchkov(@tu-sofia.bg

updating approaches are necessary for a sustainable
transition to more intelligent business process management.

Keywords: Artificial Intelligence (Al), internal business
processes, operational efficiency, technological innovations

I. INTRODUCTION

Artificial Intelligence (AI) is a field in computer
science focused on creating systems and programs that
exhibit intelligent behavior similar to humans. Al utilizes
methods and algorithms from various branches of
computer science, including machine learning, natural
language processing, computer vision, and robotics, to
enable systems to perform tasks that typically require
human intelligence. Simultaneously, the technical
perspective involves researching methods to improve the
efficiency, speed and accuracy of Al systems, as well as
their adaptability to different scenarios and conditions.

In the modern business world, the rise of Al represents
a significant milestone in technological evolution,
reshaping the dynamics and efficiency of internal business
processes. This transition towards digital transformation
requires organizations to rethink their strategies and
explore the opportunities that Al offers for optimizing
activities.

The implementation of Al holds the promise of
substantial advantages, such as increased -efficiency,
reduced decision-making time and enhancement of overall
operational productivity. The combination of machine
learning algorithms, big data processing and automation
opens new horizons for companies, directing them towards
more intelligent and dynamic business models.
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The interest in implementing Al in internal business
processes originates not only from the potential for
operational optimization but also from improved
adaptability to changing market conditions and
competition. However, this process requires not only
technical but also organizational transformations, taking
into account its impact on workplace culture, human
resources and ethical aspects.

The research focuses on the trends and challenges
associated with the implementation of Al in internal
business processes, the attitudes of participants in this
process and the factors influencing the acceptance and
successful integration of Al. For the purposes of analysis, a
detailed review of the current literature is conducted and
data collection methods are systematically employed.

The recommendations for organizations are
multifaceted. Strategic planning is crucial, requiring the
development of specific strategies in compliance with the
goals and needs of the company. Ensuring the necessary
infrastructure and smooth integration with existing systems
are of critical importance. Additionally, companies should
pay serious attention to ethical and legal issues related to
Al use and develop compliance strategies. Communication
and employee participation are key to reducing resistance
and ensuring successful adaptation.

IIL. THEORETICAL FRAMEWORK OF THE

RESEARCH

Artificial Intelligence offers a brief overview of the
significance of the field, yet it falls short in exploring its
nuances comprehensively. While it acknowledges machine
learning and deep learning, pivotal components of Al, it
could enhance its coverage by delving into additional
critical areas such as natural language processing,
computer vision and robotics. Expanding on these aspects
would provide readers with a more comprehensive
understanding of the diverse domains within AI [1].

ARTIFICIAL MACHINE

LEARNING

DEEP
LEARNING

INTELLIGENCE

Fig. 1. The concept of Artificial Intelligence.

The literature about the integration of Artificial
Intelligence (Al) into internal business processes abounds
with insightful analyses and research findings. However,
while acknowledging the escalating technological
capabilities and the expanding role of Al within enterprise
operations, it’s imperative to critically assess the challenges
and limitations surrounding its successful implementation.
Despite the abundance of research, there remains a gap in
understanding the nuanced complexities and practical
barriers encountered during Al adoption. The academic and
business communities should investigate deeper into not
just the potentials, but also the risks of integrating Al,
considering factors such as organizational readiness, data
privacy concerns, ethical implications and the need for
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human-Al collaboration [2]. Only through such critical
examination can a deeper understanding of Al
implementation challenges emerge, promoting more
informed decision-making and effective strategies for
leveraging Al in organizational contexts.

The literature review emphasizes the potential benefits
of automation and process optimization in enhancing
operational efficiency and reducing task execution time
[3] - [9]. However, while these sources provide valuable
insights, a critical analysis reveals a tendency to focus
predominantly on the advantages of Al implementation,
potentially overlooking associated challenges. For
instance, there may be limited exploration of the potential
disruptions to existing workflows or the need for
significant organizational restructuring to accommodate Al
technologies.

Furthermore, while addressing change management
and organizational adaptation to innovations including Al
[10], there’s a notable absence of in-depth discussions on
specific strategies or frameworks for effectively managing
these transitions. The literature may lack practical guidance
on navigating the socio-organizational complexities
inherent in adopting Al, potentially leaving organizations
unprepared to address these challenges.

Regarding ethical considerations about Al in business
[11] = [12], the literature provides valuable insights into
security concerns, data protection and trust-related issues.
However, a critical analysis reveals a need for more
comprehensive discussions on dealing with these ethical
risks in practice. This could involve exploring regulatory
frameworks, industry standards or ethical guidelines that
can help organizations navigate the ethical dimensions of
Al implementation more effectively.

Overall, while the reviewed literature offers valuable
contributions to understanding the opportunities and
challenges of Al adoption in business settings, there is a
need for deeper critical analysis and practical guidance to
support organizations in navigating these complexities
successfully.

The literature review highlights advancements in
machine learning for business process management but
may overlook practical implementation challenges and
prejudices [13] — [15]. While discussing methodologies for
big data processing, it may lack depth in addressing
limitations and ethical considerations. Additionally, there’s
limited examination of human-centric aspects, such as user
experience and socio-cultural impacts. A more critical
analysis is needed to understand the full scope of
opportunities and risks associated with leveraging machine
learning in organizational settings.

The implementation of Al [16] — [20], especially in
internal business processes, represents a key stage in the
technological transformation of companies. The analysis of
this process reveals a series of crucial aspects and
challenges that are of critical importance for the successful
integration and adoption of the technology by
organizations, as outlined in Table 1.

1) Automation of routine and resource-intensive
tasks, the ability for faster decision-making, and
processing large volumes of data are considered key
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technological advantages, creating opportunities for
optimizing work processes and improving operational
efficiency. 2) Remarkable a balance between Al and
human capacity, i.e. integrating automation while
preserving human skills and a creative approach.
Challenges include optimal role distribution, staff training,
and creating an organizational culture that supports
collaboration between technology and people. 3) The
implementation of AI necessitates an urgent focus on
enhancing security and data protection, including
developing effective cybersecurity measuresto prevent
misuse and ensure compliance with regulatory
requirements. 4) The research emphasizes the importance
of ethical aspects related to the use of Al in internal
business processes. Questions of transparency, fairness
and accountability must be precisely addressed to avoid
potential ethical issues.

Scientific research in the field of Al focuses on a
broad spectrum of ethical issues arising from the rapid
development and widespread application of the
technology. One key aspect explored in the literature is the
transparency of Al algorithms and decisions, as they are
often complex and challenging to explain. Particularly
within the domain of machine learning (ML), studies
underscore the need to understand causal relationships in
algorithms to ensure fairness and avoid discrimination.

TABLE 1 THE LEADING CHALLENGES IN IMPLEMENTING Al IN
COMPANIES

Guidelines
1) Technological advantages 2) Integration  of  human
and opportunities [18]; capacity and Al [16], [17];
3) Security and Data protection | 4) Ethical considerations and
[20]; responsibility [19], [20];
5) Training and Overcoming Resistance [16].

Another crucial aspect is the ethical responsibility in
implementing autonomous systems and robots. Research
concentrates on how technologies can be programmed and
managed ethically to minimize potential risks and losses.
In the field of personal data, scientific studies pay attention
to the challenges of balancing the benefits of Al with the
rights to personal privacy. Developing mechanisms for
protecting privacy and aligning with regulatory
frameworks are identified as key factors.

The ethics of technologies emphasize the need for an
ethically oriented approach in the design and
implementation of Al, one that combines technological
progress with respect for the rights and values of society.

5) The integration of new technologies often faces
resistance from personnel. Therefore, the analysis focuses
on the importance of staff training and building strategies
to overcome resistance, promoting participation and
collaboration.

This systematic analysis establishes the foundation
for a more detailed examination and the formulation of
strategies for successful technological transformation.
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III. RESEARCH METHODOLOGY

The research is conducted among 237 small, medium
and large business organizations (categories of business)
from Central and Eastern Europe to obtain a broad and
representative understanding of their perceptions and
attitudes towards the implementation of Al in internal
business processes. The choice of the survey method is
justified by the need to gather a large volume of data while
simultaneously preserving the possibility of individual and
contextualized responses. The survey questionnaire is
diverse, comprising 18 questions that combine open-ended
and closed-ended formats. Closed-ended questions
provide quantitative data and easy standardization during
analysis, while open-ended questions contribute detailed
context and allow participants to express their individual
opinions. Themes include technological advantages and
challenges, social and organizational aspects, data
security, ethical issues and opportunities for staff training.
Surveys are distributed via email to the pre-selected
companies from the sample.

In addition to the survey methodology, we chose to
apply Gap Analysis within the Al research. It is a
comprehensive and strategically justified approach. Gap
Analysis is a powerful tool that reveals the differences
between the current state and the desired future in the
context of implementing technological innovations.
SWOT Analysis was also conducted to identify the
distinguishing characteristics of the future-ready company
to the highest possible extent.

IV. RESULTS AND DISCUSSION

a. Establishing strategic motives of a company to
undertake actions (activities) in implementing Al in

business process management

Al is regarded as a business improvement tool to
identify specific advantages of using Al and assess their
significance. The results have found expression in (Fig. 2).

The data gathered from authors’ own research reveal:
\ Enhancement of operational efficiency (EOE). This
may involve optimizing production processes, increasing
productivity and reducing task execution time.
Improvement of predictions and decision-making (IPD-
M). The potential for more accurate predictions and
intelligent decision-making using Al ignites significant
interest. This aspect can contribute to the strategic direction
of the business. V Increasing competitiveness (IC). This
approach may involve innovations in products, a better
understanding of the market and quick adaptation to
changing conditions. \ Improvement of customer service
(ICS). The focus on enhancing customer service through
Al reflects the endeavor for more personalized and efficient
customer interactions. \ Does not intend to use (DNIU).
Reasons for not using Artificial Intelligence include a lack
of financial resources, insufficient knowledge and training,
doubts about the benefits and effectiveness and dependence
on traditional methods. This segment can provide valuable
insights into barriers to Al implementation and direct
attention to areas for improvement.
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The data provide a foundation for developing strategies
and approaches for the successful implementation of Al in
business.

DNIU
ICS

IPD-M
EOE

0 10 20
In percentage

30

Fig. 2. Assessments of the leading arguments for Al deployment.

b. Identifying potential factors that could obstruct or
delay the successful implementation of Al in
company'’s internal business processes

Respondents identified potential obstacles such as a
lack of resources, resistance from personnel, legal
limitations or other factors that could pose challenges in
integrating Al technologies into the company’s internal
processes.The results have found expression in (Fig. 2).

Based on the above results, the following key aspects
can be highlighted: ¥ Lack of necessary infrastructure
(LNI) — 13.9% of respondents believe that the need for
suitable infrastructure to support Al is evident and creating
the necessary technological foundation can become a
challenge for companies. This may involve establishing
cloud platforms, network integration, etc. \ Insufficient
preparation and training of personnel (IPTP) — 24.9%
of respondents believe that successful Al implementation
requires a well-prepared and trained workforce. The need
for training and development efforts is critical, focusing on
acquiring new skills and adapting to new technologies. V
Complexities in integration with existing systems
(CIES) — 11.8% of respondents believe that coordination
and compatibility between different technologies are
required; planning and effective communication are
crucial to ensure a smooth integration process. \ Ethical
and legal issues (ELI) — 10.1% of respondents believe that
building compliance and ethical standards are necessary to
avoid potential risks and conflicts. \ Concerns regarding
data security (CRDS) — 13.1% of respondents believe that
information protection is essential, especially for sensitive
data processed by Al systems. ¥ Financial limitations
(FL) — 13.9% of respondents believe that financial
limitations can be a real challenge, requiring businesses to
balance investments in technology with ensuring financial
sustainability.
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Fig. 3. Assessments of the barriers and nature of potential difficulties
to Al implementation.

\' Resistance from personnel (RP) — 12,3% of
respondents believe that addressing skepticism from
personnel requires engagement and communication
strategies to reduce resistance and encourage adaptation to
new technologies.

Overcoming these obstacles successfully requires a
comprehensive and  well-planned  approach  that
encompasses technological, educational, ethical and
social aspects.

To deepen the analysis through a cross-table (Table 2),
we will present the data from the two-dimensional
distributions. The percentages are interpreted as a
percentage of the Categories of business indicator.

TABLE 2 RATINGS OF BARRIERS TO Al IMPLEMENTATION BASED ON
CATEGORIES OF BUSINESS

Categories of business

Total
£ 3 g
2} = —

Barriers LNI Number 8 25 0 33

to the
Implemen

tation

of AI In % 25.8 14.4 0.0 13.9

IPTP Number 4 53 2 59

In % 12.9 30.5 6.2 24.9

CIES Number 3 14 11 28

In% 9.7 8.0 344 11.8

ELI Number 2 12 10 24

In % 6.4 6.9 31.3 10.1

CRDS Number 0 24 7 31

In % 0,0 13.8 21.9 13.1

FL Number 4 29 0 33

In % 12.9 16.7 0.0 13.9

RP Number 10 17 2 29

In % 323 9.7 6.2 12.3

Total Number 31 174 32 237

In % 100.0 100.0 100.0 100.0

(Source: authors’ own research)

The two-dimensional distributions of the data reveal
significant differences faced by different categories of
business. Regarding small and medium-sized companies
(31 and 174 respectively): 1) The main barrier is the lack
of infrastructure and qualified personnel with specific
competencies in Al. This emphasizes the need for the
development of IT infrastructure and intensive training and
education in the field of Al 2) Limited financial resources
can slow down the implementation of Al. This requires
investments in technology and personnel. 3) Some small
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and medium-sized companies express a fundamental
resistance to the possibilities of artificial intelligence. This
may result from a lack of clear understanding of the
benefits or resistance to change.

Regarding large companies (32 in total): 1) The main
barrier is associated with the complexity of integrating Al
into large corporate structures. This aspect emphasizes the
need for strategic planning and coordination to ensure
consistency throughout the organization. 2) For large
companies, ethical issues related to the protection of
personal data, the responsibility of AI systems and the
ethical use of technologies are also barriers.

The conducted analysis highlights the need for flexible
and individual (customized) strategies for implementing Al
depending on the categories of business.

c. Identifying the specific business processes for which
participants believe Al be faced with the greatest

economic potential

The utilization of Al in specific business processes,
such as automating routine tasks, predicting trends and
personalizing services, can contribute significantly to
improving efficiency, reducing costs and increasing
revenue. The results have found expression in (Fig. 4).

The analysis of the gathered data reveals the following:
V' Manufacturing (M) — 18.1% of respondents believe
that the use of Al in production processes can improve
automation, quality control, and optimize the entire
production cycle, leading to increased efficiency by
reducing costs. \ Marketing and Advertising (MA) —
24.1% of respondents believe that Artificial Intelligence
can contribute to personalizing campaigns, analyzing
consumer behavior and optimizing marketing strategies,
thereby enhancing efficiency by increasing revenues.
Customer Relationship Management (CRM) —22.8% of
respondents believe that Al could provide intelligent
solutions for personalizing service, analyzing customer
needs and improving customer relationships, consequently
increasing customer loyalty and sales revenue.  Finance
and Accounting (FA) — 16.0% of respondents believe that
Al can be used for automating financial processes,
predicting financial trends, and reducing risks, thus
improving the efficiency of financial management.
Human Resources (HR) — 11.8% of respondents believe
that Al supports the recruitment process, human resources
management and talent development. Y Other functional
areas (OFA) — for 7.2% other potential areas for process
optimization and efficiency improvement include
logistics, IT infrastructure, etc.

The integration of Al in the researched areas can
contribute to achieving greater efficiency, resource
optimization and enhancing the competitiveness of the
company.
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Fig. 4. Assessments of functional areas with the highest potential for Al
implementation.

d. Identification of company overall readiness for the
implementation of Al in business processes

An assessment is made of factors such as the
availability of necessary technological resources, the level
of staff competence, the presence of strategic plans for Al
implementation, as well as support from the leadership.
This information can help determine the company’s
current knowledge and resources in the field of Al and
identify potential areas that may require further
development. The analysis of the data shows:

* We are ready and actively implementing (24.1%)
— indicates the business’s innovative orientation and
commitment to change. These companies likely already
have the necessary resources and expertise for the
successful implementation of Al technologies. * We are
considering possibilities (27.8%). This can be interpreted
as a manifestation of heightened interest and awareness of
the importance of Al in business. * We are not sure
(16.9%). This might result from a lack of clear
understanding of the potential benefits and impact of Al in
their specific areas of operation. * We do not consider it
as an option (11.8%). Some companies still do not
consider Al implementation as an option. This response
could arise from a lack of information or understanding of
the technology's potential in business. ¢ I don't know/I
can’t answer (19.4%). Uncertainty may be an expression
of a lack of a clear vision or circumstances limiting
companies’ ability to assess the current situation. For
successful implementation, companies must continue to
explore, train their staff and develop strategies for
integrating Al technologies into their internal processes.

e. Summaries and Recommendations

The study provided important information and insights
regarding company attitudes and readiness for
implementing artificial intelligence in their internal
business processes.

Fragmentary SWOT analysis of a company randomly
selected from the sample, that has successful
implementation of Al in internal business processes,
indicate an objective picture of its implementation. The
results have found expression in assessment of the
perspectives of the future-ready company by performing a
fragmentary SWOT analysis (Table 3).

Formulating recommendations for organizations
aiming at the successful integration of Al into internal
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business processes was achieved through a comprehensive
approach, combining the analysis of primary data from the
authors’ empirical research and a Gap analysis of the
current and expected developments. Key aspects for the
successful implementation of Al include management
teams of organizations should develop strategic plans for
Al implementation, considering the specific goals and
needs of the company. Providing the necessary
infrastructure and effortless integration with existing
systems are critical for the successful deployment of AL

TABLE 3 FRAGMENTARY SWOT ANALYSIS

External Factors

OPPORTUNITIES THREATS
=potential ~ for  increased = risk of cyber-attacks and security
efficiency and optimization of  breaches during the
internal processes implementation of
through Al digital technologies;
= development of new products  =risk of of strict regulatory
and services based on Al requirements and non-compliance
technologies; during the

implementation of new
technologies;

= potential for improving the
quality and accuracy of internal
processes

through automation and Al

= better decision-making, both
strategically and

operationally, through data
analysis and trend forecasting.

* risk of of rapidly developing
competitors who have already
integrated Al into their business
processes;

= risk of a lack of training systems
for employees to work with new
Technologies.

Internal Factors

STRENGTHS WEAKNESSES

 limited financial resources that
may constrain the scope and speed

N experts in the field of Al who
can guide and manage the

implementation of the ofimplementing new technologies;
technology in internal

processes;

\ existing stable IT shortage of qualified specialists
infrastructure that supports the in the field of Al

successful \ resistance from the personnel to
implementation of  digital changes in the workflow associated
technologies and Al; with

\flexible internal business the implementation of new
processes that can be easily technologies

adapted to new

technologies and innovations;

' committed management

supporting the implementation
of Al and digitization across all
business spheres.

(Source: authors’ own research)

Companies need to pay serious attention to ethical and
legal issues related to Al usage and build appropriate
compliance strategies. Emphasizing the need for open
communication and employee involvement throughout the
Al implementation process is crucial to reduce resistance
and facilitate successful adaptation. Organizations should
maintain current exploration into new technologies and
update their approaches to Al, as the field continues to
evolve.

V. CONCLUSION

Based on the research on the implementation of Al in
internal business processes, several key insights can be
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summarized: First, the diversity of motivations behind Al
implementation highlights the need for differentiated
strategies that align with the specific needs and goals of
each organization. Second, the challenges and barriers
identified in the empirical study require a systematic
approach and strategic planning on the part of companies.
Third, the variation in the readiness of organizations
underscores the need for an individualized approach and
personalized training for companies, while emphasizing
the importance of continuously monitoring trends in the
field of AL With the perception of Al as a strategic tool for
improving business processes, there is a need to expand the
knowledge and skills of those working in the field, along
with active investments in technologies and resources.
Simultaneously, companies must commit to continuous
exploration and innovation to remain competitive in a
rapidly changing market. To achieve successful
implementation of Al in internal business process
management, the following guidelines are proposed for
future research and development: /) Deep analyses of
specific sectors are essential to determine the optimal
approach for implementing Al in particular business
processes. 2) Innovations in employee training
innovative methods for training and developing personnel
adapted to the specific requirements of artificial
intelligence. 3) Strategies to overcome ethical and legal
challenges related to data protection and risk management.
4) Exploring new technologies and trends to ensure the
competitiveness of organizations. 5) Integration with the
strategic goals of organizations. Confirming Al as an
integral part of the strategic goals of organizations,
emphasizing not only the technological but also the
business aspect of its implementation.

Through the examined guidelines and strategic
approaches, organizations can establish a sustainable and
successful path for integrating Al into their internal
business processes, creating technological development,
resilience and innovations in accordance with their specific
needs and goals
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Abstract. In the current article the possibilities of virtual
tourism in the city of Klaipéda are analysed. Over the past few
decades, digital technology has helped the travel and tourism
industry increase its reach. As the world faces the COVID-19
pandemic, virtual tourism has become relevant when the
pandemic has made it more difficult to travel in real life.
Therefore, it is important to determine whether the prospect of
virtual tourism is visible in the city of Klaipéda, and to
determine the possibilities of virtual tourism in the city of
Klaipéda. The article reviews the concept of virtual tourism
and virtual tourism technologies, analyses the idea of virtual
tourism products, identifies the classification of virtual tourism
products. The trends of virtual tourism in the world and in
Lithuania are reviewed. The analysis is based on a detailed
analysis of scientific literature, journalistic articles and
statistical data. A total of 137 publications were analyzed.
Presenting virtual tourism products in Lithuania and the city
of Klaipéda. The possibilities of virtual tourism and virtual
tourism products of the city of Klaipéda are determined. Such
results can be used as a positive role model of the small city
virtual tourism attraction and system creation.

Keywords: innovation, thematic analysis, virtual tourism, virtual
tourism product.

I. INTRODUCTION

Modern technologies allow us to look at the world
around us more and more widely and experience more and
more diverse experiences. It is when we face various
troubles in life that we look for opportunities to diversify our
daily life, broaden our horizons, and experience new
experiences, and new technologies help us to do this. Over
the past few decades, new technologies have helped the
travel and tourism industry increase its reach by allowing
tourists to easily access travel booking sites, travel videos,
blogs and travel photography. As the world faces the
COVID-19 pandemic, virtual tourism becomes relevant.
Virtual tourism became relevant when the pandemic made it
more difficult to travel in reality. In the period from
10/01/2020 to 03/31/2021, millions of tourists from all over
the world visited the websites specialized in virtual tours and

the websites of the world's most popular museums and
travelled virtually and viewed the expositions [1]. The
effects of this pandemic were especially felt by the
tourism sector. The economy declined sharply, tourism
business, airlines, hotels, museums, travel agencies and
other tourism-related activities suffered negative effects
[2]. Due to the coronavirus pandemic in 2020 the number
of international tourists decreased by 72 percent, and in
2021 — 71 percent compared to 2019 [2]. In 2021, Global
Data’s analysis revealed that it was virtual tourism that
became especially popular. Virtual tourism was seen by
the public as a “pandemic-friendly” alternative, as this
form of tourism eased anxiety about various travel
restrictions [3]. Virtual tourism emerged as an
alternative to physical tourism to safely visit various
attractions [4]. Considering the popularity of virtual
tourism, it is possible to see the growth of this form of
tourism all over the world, including Lithuania.

Klaipéda is the fifth most visited city in Lithuania [5],
which can offer tourists many attractive and interesting
places of interest that attract not only locals, but also
tourists from other countries. Klaipéda - a city that was
also called Memel, according to the date of its
foundation, is one of the oldest cities in the territory of
present-day Lithuania [6]. Therefore, the history of this
city is very interesting, deep and wide. It would be
interesting for everyone to look back to the past and see
how the places of interest looked before. Since the needs,
wishes and habits of tourists are rapidly changing,
today's expectations to meet the needs of the tourist are
significantly higher. In the presence of various unrest or
lack of physical opportunities to travel, it is important for
the city of Klaipéda to keep up with modern tourism
trends, to keep pace with modern technologies, and
accordingly to improve its opportunities in the field of
virtual tourism. The city must maintain the image of an
attractive tourist destination, therefore new measures are
constantly being created to shape the image of the city as
modern, comfortable and modern [7].
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Taking everything into account, the aim of the current
research to analyses Klaipeda city example as possible
virtual tourism attractions city, in other words, are the
prospect of virtual tourism is visible in the city of Klaipéda,
and is it possible to determine the possibilities of virtual
tourism in the city of Klaipéda. As a result, main research
questions are: what is the concept of virtual tourism and
virtual tourism technologies? What could be the main virtual
tourism products and its classification? Also what are the
trends of virtual tourism in the world and in Lithuania?
Moreover, in current article we present virtual tourism
products in Lithuania and the city of Klaipéda. As result, the
possibilities of virtual tourism and virtual tourism products
of the city of Klaipéda are determined. Such results can be
used as positive examples of small city virtual tourism
attraction and system creation.

IL. MATERIALS AND METHODS

In order to analyze the possibilities of virtual tourism in
the city of Klaipéda, a detailed analysis of scientific
literature, journalistic articles and statistical data was carried
out. Based on scientific sources, the concept of virtual
tourism and the circumstances of its emergence, the idea and
classification of the virtual tourism product are examined. In
analyzing the trends of virtual tourism in the world and in
Lithuania, scientific sources, journalistic articles and
statistical data were used. EBSCOhost, Taylor & Francis,
Emerald Management, Google Scholar databases were
searched for scientific literature, and open access full-text
scientific articles published between spring 2023 and 2024
January. A total of 137 publications were analyzed.

A systematic literature review approach was used to
analyse the research articles according to the selected
inclusion and exclusion criteria. The criteria were: 1) the
scientific article is written in English or Lithuania; 2) the
publication date of the scientific article was not later than
2019 3) The research article is an open access full-text
article; 5) The research article analyses the situation in the
context of Covid.

To see the distribution of virtual tourism products in
Lithuania, created a map with ArcGIS Pro program, that
reveals the distribution of virtual tourism products in
Lithuania.

I1I. RESULTS

Virtual tourism is a form of alternative tourism. This
type of tourism is a fairly new area, having become very
popular precisely after the COVID-19 pandemic. Scholars
Vermaa, Warrier, Bolia, and Meht (2021)[8] state, “It
doesn't matter why, where, or how you travel. You can
always discover something new and wonderful." Global
trends show that alternative tourism, such as health, medical,
cultural tourism, ecotourism, spiritual or sports tourism, are
new areas of interest for tourists [8]. Namely in 2020 During
the period of the COVID-19 pandemic, when there were
travel restrictions, tourists had to radically change their
travel habits, so a new form of alternative tourism - virtual
tourism - gained increasing interest [9]. Virtual tourism
became popular because individuals could visit any place in
real time, anywhere in the world, using their smartphones

[8].

When analysing virtual tourism, we must first clarify the
concept of virtual tourism, the concept and the reasons for
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its appearance in the scientific literature. Various
concepts of virtual tourism can be found in the scientific
literature and other sources. Ye, Cho, Liu, Yu Xu,
Zhengzhi Jia and Jianyu Chen (2022) [9] claim that
Virtual tourism is a new type of tourism, where tourists
develop emotional attachment to the real tourist
destination through interaction with three-dimensional
spaces, seeing scenic areas in virtual space. Muhammad
Shoaib Siddiqui, Togeer Ali Syed, Adnan Nadeem,
Waqas Nawaz, Ahmad Alkhodre (2022) [11] states
Virtual tourism is a remote application that allows
travelers to explore nature, attractions, various off-the-
beaten-path sites, ruins, buildings and other travel
destinations without the need for physical travel. to visit
them.

A. Idea and classification of virtual tourism product

With the help of various modern technologies, it is
possible to create various types of virtual tourism
products. According to researchers Talafubicke, Mai and
Xialifuhan (2021)[12] virtual tourism products enhance
the tourism experience of tourists. Virtual tourism
products are created and digitized using one or more
virtual tourism technologies, which can be seen in

Virtual reality (VR)

Guided
teleconferencing
360 degrees VIRTUAL Fleconter
pictures PRODUCTS
TECHNOLOGIES
Video tours
Augmented reality (AR)

Fig. 1. Technologies of virtual products. [11]

With the help of these digital technologies, various
virtual tours can be created products.

Virtual tours Vm:ua]
in museums guided tours
Virtual routes in
Virtual VIRTUAL applicaktl;nrjs
TOURISM
maps PRODUCTS
Excursions with a
guide using
Audioguide 360 Degres virtual virtual reality
trips

Fig. 2. Virtual tourism products. [19]

Thus, it can be said that virtual tourism products can
be created using various virtual reality technologies,
such as 360-degree photos, guided teleconferencing,
virtual reality, augmented reality, and video tours. With
the help of these technologies, unique tourism products
can be created that facilitate the nature of tourist travel.
You can choose from the following virtual tourism
products, such as virtual museum tours, virtual maps,
360-degree virtual tours, guided tours using virtual
reality, virtual itineraries in smartphone applications,
virtual guided tours.
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B. Virtual tourism trends in the world and Lithuania

In 2020 the global COVID-19 pandemic has changed the
tourism sector and negatively affected the global travel and
tourism industry [2]. The tourism sector had to look for ways
to maintain tourists' interest in a tourist destination. It was
decided to use various programs. One of them is the Ascape
application for smartphones. An app that offers 360-degree
videos that offer virtual tours of popular tourist destinations
and facilities [13]. The virtual reality provided through this
application allows tourists to see the three-dimensional (3D)
environment as if they were actually there [14]. One of the
most popular destinations in Ascape is Hawaii. Tourists
planning to visit the island can use their smartphone to
preview the future attraction, take a virtual tour, take a
virtual walk, look around, and feel as if they are already in
Hawaii [13].

Analysis by GlobalData, a social media analytics

(SMA) platform that identifies and tracks emerging trends,
has shown that "virtual tourism" is the most popular form of
tourism. Because in 2021 it was still the quarantine period,
tourists did not travel much for adequate and obvious
reasons, and they chose the safest, cheapest, and at that time
the easiest way to travel - virtual tourism.
There is a clear trend in the world to use virtual reality
technologies to create and implement digital content virtual
tourism products. With the help of virtual technology,
museums are being digitized so that users can get up close
and personal to view the presented exhibits. Various places
of interest are also transferred to the virtual space, so that
users have the opportunity to visit the attractions virtually.

Virtual tourism is perfectly applied in Lithuania as well.
Virtual tourism products are created and implemented on
their websites by tourist information centers, museums,
visited objects, hotels, etc.[1].

In 2022 the modernization of the Lithuanian Integrated
Information System of Museums (LIMIS) was completed,
during which new electronic services for museums and
visitors were created, the digital collection management
subsystem for museums was improved, and the main LIMIS
public access was basically updated [15]. More than 110
Lithuanian museums and other institutions provide data in
this system. It provides one of the electronic services
"Virtual museum tours". This electronic service provides an
opportunity to virtually familiarize yourself with the
expositions and exhibitions of Lithuanian museums. Users
can see the expositions in the museum, images of the spaces,
exhibits included in the virtual tours, read information about
them or listen to audio and video recordings related to the
exposition [16].

ik ®
sy Minck
fpoana

Fig. 3. Virtual tours in museums. [15]

70

Most municipalities in Lithuania have virtual maps
with places of interest located in the city. One of them,
the sights of the Akmene district. It can be seen in the
image below:
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par
5
Dargaiéial

Karvelia
Gruzdzial
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Fig. 4. Places of interest in Akmenes district. [17]
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Many Lithuanian municipalities have installed
mobile applications for smartphones. For example,
visitAkmene, a mobile tourist guide, is for smartphones
app for devices. The mobile guide with the help of GPS
helps to orientate while traveling and provides
information about places of interest in the municipality
of Akmené district. The app also provides pedestrian,
bicycle and car routes with links that tourists can use to
get to know Akmené region [17]. AnyksCiai district
municipality also offers to discover Anyks¢iai using
your phone.

Naujie|
Eimininkai

Vikorys

ANYKSCIAI TAVO
rkitisi  TELEFONE!
; o
Zaisk ir keliauk po

Anyk3Eiy krasta ir
W Aukstaitijos virsones!

IEmanioji programalé Keblonys

Fig. 5. Anyksciai on your phone. [20]

Below is a map of Lithuania, where you can see the
location of virtual tourism products in Lithuanian
municipalities.



Akvelina Culadyté et al. Analysis of Virtual Tourism Opportunities in Klaipéda, Lithuania

Fig. 6. Virtual tourism products in Lithuania

It can be seen that the largest cities of Lithuania - Vilnius
and Kaunas - have the most virtual tourism resources. The
big cities of Lithuania are characterized by an abundance of
interesting tourist attractions, which have integrated and
virtual reality. These are the cities that attract the most
tourists. Last year alone, in 2022 1.195 million people
visited Vilnius. Kaunas - 586.6 thousand tourists from all
over the world [18]. Cities can offer a variety of virtual
tourism resources. You can find many virtual tours of
museums, virtual routes, smart apps, and audio guides
created in museums. Virtual tourism products that can be
found in the virtual space may seem attractive to many
tourists, so there is a desire to come and see the objects in
reality. The municipalities in the east and southwest of
Lithuania, marked in dark green on the map, have the fewest
virtual tourism products. Most of them are Lithuanian
district municipalities located on the border of the Republic
of Lithuania, or district municipalities that receive the least
amount of tourists. These are municipalities that make less
use of their tourism resources, which is why they are not
characterized by an abundance of virtual tourism products.

In Lithuania, we see a clear trend of growth of virtual
tourism products. Lithuania can offer a wide variety of
virtual reality tourism products created by modern
technologies, which everyone can discover. In the virtual
space, you can virtually travel around various museums in
Lithuania, travel along various created virtual routes, and
with the help of virtual reality technologies - virtual reality,
you can return to the past. Smart mobile applications prevail
in Lithuania, which have been installed in most cities, where
you can find all the necessary information. Various virtual
educational-cognitive programs, interactive games, and
flight simulators are also offered.

1L DICUSSION

Klaipéda is a port city with its deep and rich history and
cultural environment that attracts tourists. The city's
maritime heritage, various tourist attractions attract tourists
from all over the world to experience unique, unforgettable
experiences in Klaipéda. The city's maritime past is evident
in the old town, historical buildings create a wonderful
atmosphere. The Clock Museum, which exhibits a fine
collection of clocks, and the Castle Museum, housed in a
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restored 13th-century building. in the castle, provides an
insight into the city's history and heritage.

In Klaipéda, you can find virtual tours of museums,
such tours have been implemented by the Museum of
Clocks, the Gallery of Pranas Domsaitis. Virtual
exhibitions are offered by the Museum of Little
Lithuania, the Lithuanian Maritime Museum. The
Klaipéda Audioguide smart app was created by the
Klaipéda State Seaport Directorate, and its use is
distributed by the Klaipéda Tourism Information Center.
A virtual map with places of interest can be found on the
Klaipéda TIC website. The city of Klaipéda also offers
virtual tours with guides, which are placed on the
Internet, and you can walk around the city of Klaipéda
using virtual reality technology - 3D format.

The Klaipéda Tourism Information Center offers the
route "Talking Sculptures". This is the Klaipéda
sculptures dubbing project. Metal plates with the name
of the sculpture and a QR code are attached next to each
listed sculpture, which y