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Enhanced Participants' Registration
Model on Open Public Events

Aigars Andersons
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Jozef Bushati
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Abstract - The Digital transformation (DT) has challenged
most of the Event Management (EM) services at a time when
organizers of open public events still faced a lot of manual
operations upon registration of the public event’s
participants. This survey demonstrates a model to increase a
level of digitalization and use of technology, with increased
self-service level for registered participants and digital data
transfer. The model is based on outcomes from the series of
several case studies, practical tests and research activities in
Latvia, Albania, and Germany. The paper examines different
ways how organizers are able to innovate their routine
activities and encourage the broader public to learn and use
various digital technologies: Radio-frequency identification
(RFID), Near-field Communication (NFC), Quick Response
(QR) codes and Mobile apps with a purpose to link the
physical and the digital world in the one coherent model. In
this research the major part of event management process
modelling had been done by Business process Model and
Notation (BPMNZ2) approach. The approach proposed by
authors aims to reduce the costs and workload of organizers
associated with participants’ registration in open public
events where preliminary registration is still practically
impossible or forbidden because of personal data protection
issues.

Keywords - Digital transformation, service-oriented
modelling, RFID, sports event management.

Siegfried Ritter
SPORTident GmbH
Arnstadt, Germany

siegfried@sportident.com

Rafail Prodani
Department of Informatics, Faculty of
Natural and Human Sciences,
University “Fan S. Noli”
Korga, Albania
rprodani@yahoo.com

I. INTRODUCTION

The first obvious conclusion in the age of digital
transformation is that almost any traditional human
interaction process effectively benefit from integration of
digital tools and solutions in the underlying business
model. Unfortunately, in real life there are specific cases
and applications when human and social influence factors
override eventual process digitalization possibility. As one
of such specific human interaction models is open public
event participants’ registration process when eventual
participants arrive without prior invitation, pre-approval or
pre-registration. In this case, the preliminary registration
online is impossible because participants appear just “on-
site” before event or such type of registration is forbidden
because of personal data protection issues [1]. The subject
of the digital transformation and its strategic significance is
understood by managers, but questions remain as to how to
integrate digital solutions and how to modify business
structures to transform into digital organisations [2]. From
human interaction prospective registration data flow as an
information structure is now the most common term for
those aspects of a sentence’s meaning that have to do with
the way in which the hearer integrates the information into
already existing information [3].

Online ISSN 2256-070X
https://doi.org/10.17770/etr2021vol2.6587
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Aigars Andersons, et al. Enhanced Participants' Registration Model on Open Public Events

This study aims at elaborating existing open public
event participants’ registration models and methods of the
digital transformation process determining whether they
are relevant or not in the context of the digital
transformation of enterprises.

Constructing the registration data flow-processing
model specific number of basic modelling components has
to be taken into account concerning abstraction levels and
codification of activities. The proposed participants’
registration model design is based on recently developed
POS (participants-organizers-spectators) model framework
[4] and elaborated in the next chapter.

This research paper examines outcomes from several
case studies and business applications already implemented
in practice or still under the development process. The
approach proposed by authors aims to reduce the costs and
workload of organizers associated with “on-site”
participants’ registration in open public events.

Il. MATERIALS AND METHODS

Authors of this research used data sets and evidence
from development projects administered by them
individually or all together:

a) Data sets from experimental sports events series
“Latgale Open” (2015-2019) [5] (Table 1):

TABLE 1 SPORTS EVENT SERIES “LATGALE OPEN” STATISTICS

Registered events and participants
Year Number of Number of
L Number of runs
events participants
2015 6 522 791
2016 10 765 1100
2017 9 725 1277
2018 14 840 1622
2019 9 595 1535
In
48 3447 6325
total
b) Experimental participants registration datasets

from Sports study program students’ admission exam at the
University of Shkodra “Luigj Gurakugi”, Albania, within a
period of 2017-2019.

c) Knowledge transfer and innovation process
modelling of SPORTident Center system- the worldwide
results platform for orienteering events [6].

d) Open public event participants’ mobile app for self-
registration system (in development, on verification phase)

[71.

Nowadays, “Industrie 4.0” modelling concept [8], [9]
and complex digital transition process of enterprises [10],
[11] are key aspects to increase competitiveness and
effectiveness of companies. In times of digital
transformation, a company’s ability to survive depends

14

upon its ability to continuously adapt its operations, its
information system, and even its business model [12]. In
this paper authors align theories of business modelling,
enterprise modelling and service-oriented modelling in one
coherent system to reach the specific aim of research with
practical business outcomes.

Society today is entirely dependent on technologies.
Every day new and diverse technologies are developed. To
invest time and money, it is first necessary to predict the
sustainability of technology [13]. Following by latest
trends in the business process modelling theory authors
propose public events participants’ registration system
model based on service-oriented business process
modelling (SoBPM) approach [14]. Service-oriented
Business Model Framework is one of the widely used
service-dominant logic based approaches for Business
Modelling in the Digital Era [15].

As basis for the development of the proposed model
and understanding of necessary “building blocks” were
adapted basic POS (participants-organizers-spectators)
model framework [4]. The analytic modelling framework
of POS formulates basic model concepts and properties
(Table 2):

. Concrete concept- “Agent Type”;

. Abstract
“Responsibilities”.

concepts- “Roles”, “Permissions”,

TABLE 2 CONCEPTUAL TYPOLOGY AND DEFINITION OF “AGENTS”

Abstraction level
Agents
ROLES PERMISSIONS RESPONSIBILITIES
Formal and
informal Objective self-
rules; assessment of personal
“p” Minimal physical
Agents Active | required and mental conditions;
(parti- Agent level of Following to orders
cipants) physical and and directions of “O”
mental Agents; Application to
conditions to Registration protocols
perform tasks
Event rules setting;
Promotion and
attracting of
participants and
“y - spectators;
O Specific . ;
Agents . legislation and Regl_st_ratlon. of
Active . - participants;
(event . administrative -
/Passi- . Setting up of
orga- ve orders, competition
nizers, Agent Accgp_tance of environment;
trainers, municipal and .
Safety rules;
teachers) event rules . .
Technical equipment
setting-up and
certification;
Recording, capture and
publishing of results
“s” Following to
Agents Passive legislation and special
(specta- Passi- participant, no | administrative orders;
tors, ve need of Stated formal
results Agent | specific municipal, school
ex-post permissions and/or informal family
users, rules; Stated special
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Abstraction level
Agents
ROLES PERMISSIONS RESPONSIBILITIES
trainers orders and rules of
teachers) event organizers

In the next step authors made a segmentation and
detailed analysis of “P” Agents and “O” Agents to identify
services and protocols relevant for event registration
activity. “S” Agents, as passive agents, do not take part in
the formal registration process and excluded from further
analysis.

A. Setting of services and activity protocols for “P”
Agents (AP) (participants) and “O” Agents (AO)
(organizers).

a) Implementation layer (services):

. Service 1 [S1]: Promotion, partnership
agreements, contracting, advertising (online, direct);

»  Service 2 [S2]: Registration of participants into
event database (online, direct, ITC system);

. Service 3 [S3]: Activity environment and specific
exercise area setting up (direct, ITC system);

e Service 4 [S4]: Configuration and setting up of
ICT support system for a specific event (online, direct, ICT
system);

. Service 5 [S5]: Setting up traditional event
support equipment, tools, premises and service team
(direct);

e Service 6 [S6]: Basic on-site services of “Agents”
during the event (direct, ITC system);

e Service 7 [S7]: Special timing, activity
registration and results processing service of participants
during the event (online, direct, ITC system);

e Service 8 [S8]: Final awards and prizes giving
ceremony (direct);

. Service 9 [S9]: Dismounting of event support
equipment, tools, premises and cleaning up of event area
(direct);

e Service 10 [S10]: Final and overall results
calculations and publishing (online, ITC system).

Services that use participants’ registration data is marked
above in italics.

b) Design layer (activity protocols, with identification
of related services):

. Protocol 1 [P1]: Non-static, changing, and safe
mass activity environment, with integrated advanced ITC
systems [S1][S3][S9];

. Protocol 2 [P2]: Every “P” Agent is involved
during exercise with maximum time and efforts
[S2][S3][S6];
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. Protocol 3 [P3]: Variable difficulty of exercises
and courses for different ages and classes [S2][S3][S5];

. Protocol 4 [P4]: Limited possibility to compare
ongoing performance during the race (not to loose
motivation for weak participants), results only after finish
[S31[S4];

. Protocol 5 [P5]: All individual inputs and
performances are measured [S7][S10];

. Protocol 6 [P6]: Results are processed and
published immediately after finish [S4][S7];

. Protocol 7 [P7]: Individual and total team results
scored and processed [S4][S7][S10];

. Protocol 8 [P8]: Organization of separate multi-
task exercises with integration into bigger serial events
[S1][S7]1[S6][S10];

. Protocol 9 [P9]: All/best participants must be
promoted (diplomas, medals, prizes, cups) [S8];

. Protocol 10 [P10]: All participants have ““correct
and fair results’ after completing of exercise [S7][S10];

. Protocol 11 [P11]: Also incompletely passed
courses and exercises counted and evaluated [S7][S10];

. Protocol 12 [P12]: Competition environment is
sizeable and flexible (all ages, any physical condition,
different numbers of participants) [S1][S3][S4][S6][S9];

. Protocol 13 [P13]: Event data are digitally
recorded, stored and published [S7][S10];

*  Protocol 14 [P14]: Integrated tools and
mechanisms to simple transfer of ““Agents™ from ““passive”
to “active [S2][S4]1[S6][S8].

Activity protocols, which use participants’ registration data
is marked above in italics.

B. Segmentation of “P” Agents (motivation layer), with
identification of related activity protocol:

. Participants- “children”
“eager to get new knowledge” [P1];

“like to explore new things” [P1][P2][P3];

. Participants- “youngsters”
“like to test new challenges” [P1][P3];

. Participants- “all participants” (APX):
“humans like to “socializes” [P1][P8][P14];

“humans all the
to each other” [P5][P6][P7];

"like to try
modern gadgets” [P1][P13];

“humans like to win” [P5][P6][P7][P9];
’nobody like to lose” [P4][P10][P11];

(AP1):

(AP2):

time compete

“stylish” things and

team spirit” improves individual performance” [P7][P8];
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“no fear or shame during performance” [P4];

“calculated and visible improvements of individual
performance” [P4][P8][P13];

“full  respected to  “Fair play”
possibility to cheat, correct results” [P10].

rules, no

After summarizing modelling properties mentioned
above, authors created “P” Agents (AP) (participants)
event activity flow model in BPMN2 notation using
ADONIS:CE  modelling  environment  (Fig. 3)
(https://www.adonis-community.com/en/) and interactive
“P” Agents (AP) (participants)/ “O” Agents (AO)
(organizers) event activity flow model in BPMN2 notation
using ARIS ELEMENTS modelling environment (Fig. 3)
(https://ariscloud.com/aris-elements/). The design of the
both models is displayed in the next chapter.

I1l. RESULTS AND DISCUSSION

Statistical analysis of data sets from experimental sports
events series “Latgale Open” (2015-2019) [5] (Table 1)
indicates a fluctuating number of participants from year to
year, but growing average number of participants per event
(Fig.1) and significantly growing number of runs (Fig. 2)
per Year.

900
800

700

600
50 o Pt e
400 e AVETAQE PET event
Median per event
300
200
100 ‘\"”_‘_—/‘
0
YEAR YEAR YEAR YEAR YEAR
2015 2016 2017 2018 2019
Fig. 1. Number of participants in experimental event series “Latgale

Open”.

In real business process activities of enterprise, it means
less events with a low number of participants and more
events with a high number of participants. Such progress
significantly reduce fixed costs per event with relatively
small growth of variable costs per participant.

800 == Total number of runs

YEAR YEAR YEAR YEAR YEAR
2015 2016 2017 2018 2019

Fig. 2. Number of runs in experimental events series “Latgale Open”.

From experimental data sets there were produced
participants’ registration timing data analysis in Year 2015.
The first registration for each participant had been done
manually, with assignment of unique identification number
(from 1 up to 9999). After the initial registration, this
unique identification number had been associated in digital
database with participant’s individual properties- name,
surname, team/club, start group and, optionally, with
personal RFID card number for further use during the next
events. Participants’ registration timing data statistical
analysis had been validated in two different modes- 513
registration cases before start (Table 3) and 499 registration
cases after finish (Table 4). Because of statistic analysis
software PSPP difficulties dealing with relative time
calculation data were converted into decimal form by
writing of script:

=CONVERT(Xn, "day", "hr"
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TABLE 3 PARTICIPANTS’ REGISTRATION TIMING DATA (BEFORE START)

START_REG Value Time
Mean 0.010894520251245 00:00:39
Standard Error 0.000278081193116

Mode 0.006111111111111 00:00:22
Median 0.008888388888889 00:00:32
First Quartile 0.007222222222222

Third Quartile 0.010833333333333

Standard Deviation  |0.006298400902756

Kurtosis 16.3059579171693

Skewness 3.08518851349957

Range 0.058611111111111

Minimum 0.005555555555556

Maximum 0.064166666666667

Sum 5.58888888888889

Count 513

TABLE 4 PARTICIPANTS’ REGISTRATION TIMING DATA (AFTER FINISH)

FIN_REG Value Time
Mean 0.011087731017591 00:00:40
Standard Error 0.000276538978528

Mode 0.007222222222222 00:00:26
Median 0.008888388888889 00:00:32
First Quartile 0.007222222222222

Third Quartile 0.012083333333333

Standard Deviation |0.00617741284972

Kurtosis 17.734126842657

Skewness 3.18923817163189

Range 0.058055555555556

Minimum 0.006111111111111

Maximum 0.064166666666667

Sum 5.53277777777779

Count 499

From experimental data statistical analysis above, we can
draw a conclusion that manual registration of each open
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event participant takes almost equal time (39 and 40
seconds respectively) if it is done before start or after
finish.

This approach allows for “O” Agents (organizers) to
organize the registration process with a higher degree of
flexibility to avoid long waiting lines at the start and finish

i ] i

registry desks (Fig. 3). The next registration model
improvement can be done by transfer of registration
activity (rights and responsibility) from “O” Agents
(organizers) to “P” Agents (participants) in the form of
“self- registration” option.
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{ ) acquainted with ——® regisiration to
\_ _/ @ | eventinformation goto T exemsgfma::;?nmem
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card and assignment memcmw perr;:n‘%nce 4 :
description receiving (orders, (CHUEEE ST LU i
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Fig. 3. “P” Agents (participants) event activity flow model in BPMN2 notation (validated in ADONIS:CE modelling environmen
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Fig. 4. Online registration activity of event flow model in BPMN2 notation (validated in ARIS Elements modelling environment)
For events with integrated possibility of preliminary  grevents-full), Internet-Bluetooth-GPS integration
registration online (Fig. 4) it can be done easily, but for  (MapRunners http://maprunners.weebly.com/quick-
open events this option does not work because new  guide.html), (iOrienteering

participants appear directly before or even during event.
Authors of this paper proposes extensive use of
smartphones for self-registration of participants in open
public events. There are already existing such applications
at hobby and amateur sports activity market based on
technologies like QR codes (QREvents
https://sites.google.com/view/azdev/home/user-manual-
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(https://www.iorienteering.com/ and others. Such apps are
working well for events where timing and activity
registration is done by smartphones only, but if there is a
need to use external professional sports timing and activity
registration equipment, for instance- RFID devices, than
still connection of participant’s properties (surname, hame,
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team, start group) and RFID tag identification must be done
manually upon self-registration process.

In year 2018 SPORTident GmbH launched
“SPORTIident Center” results management platform
(https://center.sportident.com/), integrated with Android
event management system “SPORTident Orienteering
App” (https://www.sportident.com/orienteering-app.html).
This fully integrated system connects professional RFID
timing equipment with event management software on a
smartphone (Fig. 5) and “SPORTident Center” data server.

Fig. 5. Integrated SPORTident RFID data readout, event management
and results printout system

However, still one major problem persists in all existing
systems to make self-registration options for participants
on open public events. System is always trying “to couple”
two components- participant’s properties and RFID tag
identification number. In cases when the same tag is re-
used again for other runners on mass events, it requests a
manual re-registration process once again. As a solution
here for open public mass events is assigning of individual
participant number upon “self-registration” process which
is unique and directly connected only with participant’s
properties nor RFID tag number. Similar principle is used,
for instance, on desktop event results management program
SIME  (https://www.tak-soft.com/products/sport/sime/)
where each participant receives his unique “participant
number”. The problem here occurs in case of big size
participants’ databases because, as usual, five or six
numbers identification number is difficult to memorize for
participants. Considering findings of the latest research in
the sports events management area, participant satisfaction
is a key factor to take part to pay for and return to well-
organized competitions [16], [17], [18], [19].

As an alternative solution authors of this paper, in
association with Vidzeme University of Applied Sciences
students, had been developed enhanced registration app
prototypes. In these prototypes a unique participants’
identification is provided upon self-registration process via
smartphones in easy memorable form. The identification
formed with two letters and one-to-four numbers (example:
AA1966- Aigars Andersons, born in 1966), duplicated with
individual QR codes, as an option but not coupled with
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RFID tag number [20]. Screenshots of prototypes are
shown below (Fig. 6). The basic data classes provided by
“O” Agents (organizers):

. D1— Name of event (mandatory);

. D2— Participation classes/groups of event
(mandatory);
e D3— Distances with identified length and

number of controls (mandatory);

. D4— Surname and Name of participant from
database (mandatory);

. D5— Team or club of participant (optional);
. D6— Birth data of participant (optional);
e D7-— Running time of participant (mandatoryy);

. D8— Participant’s running time comparison with
best running time (optional);

. D9— Place occupied by a participant on event
(mandatory).

& 4% 06% W 1434

Registreties

& E-pasta adrese

@ Parole

PIESLEGTIES

e

Fig. 6. Screenshots of prototypes for event participants’ registration app
(on the left- the first prototype of “Orientchee” app, on the right- the
latest prototype of “RunReady” app)

The basic data classes input by “P” Agents
(participants) upon self-registration:
. IDI— RFID tag identification number

(optional/mandatory);

. ID2— Surname and Name of participant from

manual input, database record or RFID tag data
(mandatory);

. ID3— Participant’s class/group to execute
(mandatory);
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. ID4— Team or club of participant from manual
input, database record or RFID tag data (optional);

e ID5— Birth data of participant from manual input
or database record (optional);

. ID (x1-xn)— Another relevant data classes of
participant from manual input (optional).

IVV. CONCLUSIONS

On open public events requested mandatory data input
from participants, even in “self-registration mode” must be
limited according to the General Data Protection
Regulation (GDPR), purpose limitation is a requirement
that personal data be collected for specified, explicit, and
legitimate purposes, and not be processed further in a
manner incompatible with those purposes (Article 5(1)(b),
GDPR). Visible announcement about participant’s
voluntary data input must be clearly shown before
registration data input.

There are existing significant barriers for participants’
registration on open public events where preliminary online
registration systems are non-existent or forbidden. In such
cases best solution is to provide unique participants’
identification  upon  self-registration  process via
smartphones in easy memorable form and duplicated with
individual QR codes with optional possibility to be tied
with specific RFID tag number, Bluetooth or NFC code.

Authors experimented also with computerized
terminals for self-registration of participants. In reality,
queues at these terminals were much longer than
traditionally at the start manual data registration desks. This
solution was declined as unsustainable.

For mass open public events registration system must
not be limited by one registered cell phone number but the
same device can be used for multiple registrations (authors
of this research frequently met situations during events
with one teacher or trainer and many underage kids with
limited Internet data plans for their smartphones or without
smartphones at all, in this case registration for all kids had
been done from teacher’s smartphone).
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Abstract - This paper discusses conceptual basis for
assessment and analysis of model quality relating to
formalized description of technologies. The authors give
indicators used to assess formalized and textual descriptions
of technologies. They raise some questions concerning the
analysis of technologies that enable to make a list of
indicators. The paper examines decomposition structures of
specific technologies and provides the calculations of
introduced coefficients.

Keywords - coefficient, concept, decomposition structure,
technology.

I. INTRODUCTION

The conceptual basis for evaluating and analyzing the
quality of models is a very relevant task. The main
research directions of this scientific problem are
considered in this paper [1]. With regard to the issues
raised on the quality assessment of formalized
descriptions of production technologies (hereinafter
referred to as technologies), constructed in accordance
with the fundamental principles of the developed method
[2, 3], and the development of technology characteristics
based on their structural organization, it seems logical to
talk about using the basics of structural and topological
analysis [4]. Nevertheless, it worth mentioning that
present structural and topological characteristics of
systems obtained by analyzing traditional topological
structures [5] are not suitable for obtaining the results of
the above-mentioned actions. This circumstance, first of
all, is caused by the impossibility of their practical

application to solve the identified issues due to the existing
features of the topological organization of the formed
decomposition structures of technologies (DST) [6]. In
this regard, we propose our own set of indicators of
formalized description quality and analysis of
technologies, obtained on the basis of studying the
topology of the obtained ontological representations [7],
which is quite consistent with the general approaches
implemented in this field [8] — [10].

Il. DETERMINING A SET OF INDICATORS

To assess the quality of the formalized description of
technologies in comparison with their alternative textual
descriptions, two indicators are introduced (when
considering them, we take into account only fully formed
concepts [11]):

kTD "
A) Ka — formalize ’ (1)
TDtextuaI
where K. - the coefficient of the content

a

completeness of concepts, K and kTDteXtum ~the

TDformaIize
number of concepts of the formalized and textual
descriptions of the technology, respectively;

Ko +ke
B) Kb — Pformallze Fformallze ’ (2)

Ptextual Ftextual
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where K, - the coefficient of the explicit relation of

concepts, Ko and K — the number of intra-

formalize Fformalize

level and inter-level relations between the concepts of the
formalized description of technology, respectively,

Ke - the number of intra-level and inter-
textual

Ptexlual
level relations between the concepts of the textual
description of technology, correspondingly.

For K, in formula (1), the content completeness of

concepts is understood as the fact of their complete
formation according to definition 2, formulated on the
basis of the proposed model [2].

For K, in formula (2), the explicit relation of

concepts is understood to mean that they have both intra-
level relations of immediate precedence by definition 3, in
accordance with the fulfillment of the theoretical
propositions 1-3, and inter-level relations («part-whole»)
by definition 7, in accordance with the implementation of
the theoretical proposition 4 [2].

The proposed method of formalized description of
technologies [2] allows us to raise and solve a number of
issues related to the analysis of the technologies under
consideration, related to the determination of the
following list of indicators (when considering them, we
consider only fully formed concepts [11]). Let’s focus on
each in a more detailed way.

1) The degree of participation of all DST concepts in
the formation of the main technology implementation
route reflects the coefficient of non-branching technology:

k

K, = dormaize ’ @A)

kdformallze
where K, - the coefficient of non-branching
technology, K. and K; - the number of

formalize formalize

concepts taking part in the formation of the main
technology implementation route and all DST concepts,
respectively.

The non-branching of the technology is understood as
the determination of the maximum depth of the DST,
which is identified with obtaining the main route for the
implementation of the technology.

2) The degree of participation of all DST concepts in
the formation of the longest decomposition level among
all unified decomposition constructions (UDC) DST

shows the concentration coefficient of the technology:
K.
formalize

S
K, = —fmae

S formalize

(4)

where K, - the concentration coefficient of the
K- and K

. S formalize
formalize

concepts presenting decomposition level of the most
massive UDC and all the DST concepts respectively.

technology, — the number of

22

The concentration of the technology is understood as
determining the maximum width of the decomposition
level among all UDC DST, which is identified with
obtaining the length of the decomposition level of the most
massive UDC DST.

3) The degree of distribution of all DST concepts by
the holistic UDC concepts reflects the coefficient of
grouping technology:

K.

formalize

t
K,y = —ome

t formalize

®)

where K, - the coefficient of grouping technology,

and K, — the number of concepts located in

formalize

K.

formalize
the apexes of UDC and all DST concepts correspondingly.

The grouping of the technology is understood as
determining the common number of decomposition levels
of all UDC DST.

4) The share of DST concepts fulfilling the
implementation of the technology with the help of the

equipment  (machines, tools, etc.) shows the
mechanization coefficient of the technology:
TDV\érmalze
K4:;, (6)
TDformaIize

where K, — the mechanization coefficient of the

technology, Kk and K — the number of

TD\?{’)rmalize TDfnrmaIize

concepts where equipment is used and all the DST
concepts respectively.

The mechanization of the technology is understood as
its implementation by means of different kinds of
equipment.

5) The share of DST concepts that ensure the correct
implementation of the technology by introducing third-
party inclusions from outside reflects the coefficient of
third-party inclusions of the technology:

Ko
D formalize

Ks = (7

D formalize

where K, - the coefficient of third-party inclusions

and k

X
D formalize

of concepts which demand the implementation of the
third-party inclusions and all the DST concepts
respectively.

The third-party inclusions of the technology are
understood as material components, without the use of
which it is impossible to ensure the correct
implementation of the technology.

of the technology, Kk — the number

™ formalize

I1l. THE RANGE OF TECHNOLOGIES UNDER
CONSIDERATION

According to the text of the introduction of this article,
the object of research is technologies focused on material
production. The implementation of modern technologies
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is impossible either without specific industrial enterprises
(plants, factories, etc.), each having a specific industry
orientation, and production laboratories, or without the
participation of qualified labor. In this paper, we consider
technologies in the form of standardized textual
descriptions that do not contain language contradictions
and semantic omissions [12, 13]. These descriptions take
into account the compatibility factor of the material
components [14] involved in determining the concepts of
technological actions. The most widespread in material
production are those areas that are characterized by the
following features, both in terms of the specifics of the
description and in terms of the conditions for the
implementation of specific technologies [2]:

e the representation of the possible cyclicity of
individual technological actions can be considered in
the form of a corresponding technological chain of
concepts of technological actions;

o the output of any of the technological actions can only
be input to one other technological action within the
decomposition levels;

o if there is a cumulative input for a certain
technological action, its formation will take place in
accordance with the scheme of logical AND [15];

e numerical values of the corresponding cost
characteristics of the concepts of technological
actions located in the nodes of the DST have the
property of additivity.

Numerous technologies fully meet these assumptions.
Among them are the technologies of clothing production
[16], a significant part of construction technologies [17]
and mechanical engineering technologies [18]. As
concrete examples, this article discusses the technological
sequences of mechanical processing a part of the «Screw»
type (Fig. 1, left) [19], the construction of a brick
residential house (Fig. 1, right) [20], the making of men's
trousers (Fig. 2), men's coat (Fig. 3) and men's jacket (Fig.
4) [21] - [24].
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OF A BRICK RESIDENTIAL HOUSE CONSTRUCTION (RIGHT).
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IV. QUANTITATIVE CALCULATIONS OF THE
COEFFICIENTS INTRODUCED

According to the analytical descriptions of all these
indicators, which are presented in paragraph II, it is
proposed to make their quantitative calculation for all the
technologies under consideration. We are talking about
the technology of making a men's jacket (TMM jacket),
the technology of making a men's coat (TMM coat), the
technology of making men's trousers (TMM trousers), the
technology of construction a brick residential house
(TCBR house) and the technology of mechanical
processing a part of the «Screw» type (TMPP «Screws).

First, we present the quantitative calculation results of
indicators of formalized description quality of
technologies.

A) Determination of the coefficient of the content
completeness of concepts:

e For TMM jacket K, = 204 =1,097;
186

e For TMM coat K :E:LOGS;
185

e For TMM trousers K, = & =1109;
119

e For TCBR house K, = % =1127;

e For TMPP «Screw» K = % =1171.

a

B) Determination of the coefficient of the explicit
relation of concepts
e For TMM jacket

1844203 387

, = =" =27317;
167+0 167
e For TMM coat
- 181+196 _ 377 _2218:
170+0 170
e For TMM trousers
_U74131_ 248, o0

7 105+0 105
For TCBR house
_62+70_132_,,

" B5540 55
e For TMPP «Screw»
X =M=E=21552,
29+0 29

The obtained values of the coefficients K, and K,

for the technologies under consideration also indicate the
advantage of formalized descriptions of technologies over
their alternative textual descriptions: in terms of the

25
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indicator K, — from 6.5% to 17.1%, and in terms of the

indicator K, —more than twice.

Let's consider the results of the quantitative
calculation of the technologies analysis indicators.
1) Determination of the non-branching coefficient

e For TMM jacket K, = % =0,51;

123

e For TMM coat K, = —— =0,624;
197

84
e For TMM trousers K, = —
132

71
e For TCBR house K, = —

71

=0,636;

1;

41
—=1.
41
Therefore, the more DST concepts are involved in the
formation of the main technology implementation route

the closer indicator K| is to the singular.
2) Determination of the concentration coefficient;

e For TMM jacket K, =%=0,255;

e For TMPP «Screw» K, =

e For TMM coat K, = 8—7 =0,442;
197
e For TMM trousers K, = ﬂ =0,333;
132
13

For TCBR house K, = ﬂ =0,183;

18

For TMPP «Screw» K, = H =0,439.

Turns out that the more DST concepts are involved in
the formation of the longest decomposition level among

all DST UDC, the closer the indicator K, is to a singular.
3) Determination of the grouping coefficient:

e For TMM jacket K, = 21—(;34 =0,088;

e For TMM coat K, = £ =0,06;
197

For TMM trousers K, = £ =0,098:
132

For TCBR house K, = % =0,113;

For TMPP «Screw» K, = % =0,146.

26

Thus, the less DST concepts are distributed among the
holistic concepts of the UDC DST, the closer the indicator

K, isto 0.5.

4) Determination of the mechanization coefficient:

e For TMM jacket K, = % =0,725;

For TMM coat K, = % =0,655;
197

For TMM trousers K, = E =0,727;

132

For TCBR house K, = % =0,38;

41
41

Turns out that the more DST concepts ensure the
technology implementation via equipment, the closer
indicator K is to the singular.

5) Determination of third-party inclusions coefficient:

e For TMM jacket K, =25—084= 0,284 ;

For TMM coat K, = 5—8 =0,294;
197

1.

For TMPP «Screw» K, =

For TMM trousers K, = ﬂ =0,311;
132

For TCBR house K, = % =0,915;

For TMPP «Screw» K, = % =0171.

Therefore, the more DST concepts ensure correct
implementation of the technology via third-party

inclusions, the closer indicator K is to a singular.

Based on the results of the calculations made, it is
possible to present a summary table of all values indicators
(Table 1), through which the analysis of the technologies
under consideration is carried out.

TABLE 1 CALCULATED VALUES OF TECHNOLOGIES ANALYSIS

INDICATORS
Calculated indicator
Technology name
K, | K, | Ky | K, | K
TMM jacket 0,51 | 0,255 | 0,088 | 0,725 | 0,284
TMM coat 0,624 | 0,442 | 0,06 | 0,655 | 0,294
TMM trousers | 0,636 | 0,333 | 0,098 | 0,727 | 0,311
TCBR house 1 0,183 | 0,113 | 0,38 | 0,915
TMPP «Screw» 1 0,439 | 0,146 1 0,171

V. CONCLUSION

This paper considers indicators of formalized
description quality and analysis of technologies with the
results of the corresponding calculations, which differ
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from the existing indicators by their determination and
calculation, based on the topological organization features
of the DST formed.

Determining the indicators of content completeness
and explicit relation of concepts allows us to assess the
quality of the formalized description of technologies under
consideration in quantitative terms. Based on the results
of other calculations, a summary table of the values of the
indicators is presented, through which the analysis of the
selected technologies has already been carried out.

Thus, the formalized description of technologies under
consideration fully meets the proposed quality criteria in
the form of content completeness and explicit relation of
concepts in comparison with their alternative textual
descriptions, and previously developed models and
algorithms [2] contribute to the effective analysis of
technologies.
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Abstract - The article discusses a modification of
Bergman's minimal mathematical model of the "insulin-
glucose™ system, which allows simulating controlled
exogenous sources of glucose and insulin into the patient's
blood on the model and investigating the dynamics of
changes in their concentrations in normal conditions, in
type | DM and type Il DM. A modeling scheme is presented
in graphic notations of the MatLab / Simulink computer
mathematics system and a number of computational
experiments on it are described to determine the type of
glycemic profiles of glucose and insulin concentration in the
patient’'s blood in the noted situations. The fundamental
possibility of using model mappings in the
MatLab/Simulink environment for the study and tuning of
the loop for automatic regulation of the "insulin-glucose"
balance in the patient's blood using a controlled insulin
pump is demonstrated. It was also found that the modified
minimal model can be customized for a specific patient with
diabetes, which makes it possible to use it to solve the
problems of individual prediction of the development of a
diabetic disease in a specific patient. In addition, the
described model makes it possible to recreate and virtually
investigate various conditions and cases on it that affect the
dynamics of insulin and glucose concentrations in the
patient's blood, for example, when he performs physically
stressed activities, in the presence of the effects of “aging” of
insulin-producing cells in the pancreas. iron, etc.
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. INTRODUCTION

According to the World Health Organization (WHO),
diabetes mellitus (DM) is currently a global problem on a
planetary scale. The number of patients with diabetes in
the world over the past 10 years has more than doubled,
and is currently approaching 500 million people [1]. It is
known [2] that DM is dangerous, first of all, due to its
complications, in particular, such as: blindness, renal
failure, heart attack, stroke, amputation of the lower
extremities, etc. are still practically inevitable even if all
recommendations of the attending physicians are
followed [3]. Until now, there is not a single effective
method of treatment to get rid of DM. It is for these
reasons that such tasks are important as: increasing the
effectiveness of diabetes prevention, ensuring high-
quality current monitoring of the condition of a patient
with diabetes, performing operational prediction and
managing the concentration of glucose and insulin in his
blood. In this case, the formation of insulin therapy
regimens for patients with DM is based on the experience
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and intuition of a doctor and is more an art [4], a
medico-creative process, rather than the result of
deductive inferences based on objective formalized
diagnostic characteristics of a diabetic disease and
information about the individual characteristics of its
course in specific patients. Note that in the empirical
selection of the parameters of insulin therapy for diabetes,
the doctor, fearing the occurrence of a hypoglycemic
state in the patient, is often limited only by the weakening
of hyperglycemia. At the same time, the patient's
condition remains insufficiently compensated, which
condemns him to subsequent late vascular complications.
Here, one of the most effective ways to increase the
doctor's confidence in the safety of the process of
normalizing glycemia in a patient with diabetes and,
accordingly, to prevent or at least significantly reduce the
likelihood of developing complications from diabetes is
to use computational research sites at the stage of
determining the modes and parameters of insulin therapy,
where the objects of study are individualized (i.e.
customized for specific patients with diabetes)
mathematical models of the dynamics of glucose and
insulin in their blood.

The aim of this work is to construct and analyze the
options for wusing a patient-oriented simulation
computerized model for regulating the concentration of
glucose and insulin in the blood of a patient with diabetes
with the possibility of studying different types of this
disease on it.

Note that in relation to the subject of this article,
models and methods of conducting computer experiments
with them are of interest, which describe the processes of
ensuring the balance of "insulin-glucose" in the blood of
a patient with diabetes. The need for just such models and
the results of their research is due to the fact that in the
treatment of DM, the primary and main task is to
normalize blood glucose levels and prevent hypo- and
hyper-glycemic conditions in a patient. Naturally, the
presence of a correct formal description of the “insulin-
glucose™ balance in the blood, adapted and adjusted for a
particular patient, makes it possible to solve a number of
clinical problems aimed at improving the health of a
patient with diabetes. This is, firstly, the organization of
continuous monitoring of the glucose level before and
after its correction (if necessary); secondly, the modeling
of the development of controlled endocrine and
physiological processes using various schemes for
correcting the insulin-glucose balance. In this case, the
correction of the glucose concentration in the patient's
blood can be manual in nature (then the task of the model
system is to predict the conditions of potentially
unfavorable development of processes and to warn the
patient about the need for correction), or it can be carried
out semi- or completely automatically (by using devices
for minimally invasive exogenous insulin delivery with a
guided insulin pump). In addition, the process of external
insulin delivery (bolus, basal, or combined) and the
patient's body response to such an effect should also be
investigated under model conditions, at least for the
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correct calculation of the parameters of external insulin
exposure.

Il. LITERATURE REVIEW

From a mathematical point of view, biological
functional systems, which include systems for regulating
blood glucose concentration, are stochastic nonlinear
systems with multi-compartment interactions [5]. Such
systems include many interacting components at the
organ, tissue, cellular and subcellular levels, reflecting
the dynamic processes of controlling changes in the
concentration of glucose and insulin in the blood plasma.
simplifiedly called the "insulin-glucose" system.

When creating mathematical model constructions and
schemes that allow performing computational
experiments in order to predict the dynamics of changes
in glucose and insulin concentrations in the blood of a
patient with diabetes and to solve problems of their
control, the following approaches are used [6, 7]:

1). Empirical or “black box” models that use real
physiological and other data about the patient's
condition that can, to varying degrees, affect the
controlled levels of glucose and insulin in the blood
of a patient with diabetes - these are the previous
values of glucose and insulin concentrations,
physiological ~ parameters  organism  (weight,
temperature, blood pressure, cardiac parameters,
blood composition, etc.), properties of exogenous
sources of glucose and insulin intake, etc. As basic
mathematical representations, analytical schemes
based on linear autoregressive mappings are used [8,
9, 10] and neural network mathematical constructions
[11,12].

Theoretical or "complete™ models, based primarily on
the laws of physiology, built without involving
additional empirical assumptions, - they describe
physiological and pathophysiological processes
occurring at the organ, tissue, cellular and subcellular
levels, including the distribution and dynamic
changes in glucose concentration and insulin in
various organs and tissues of the body, the processes
of absorption of exogenous glucose, its utilization and
elimination, natural (in the pancreas) and artificial
(from exogenous sources) mechanisms of insulin
production, etc. Formal descriptions of complete
models are based on compartment mappings and the
mathematical apparatus of ordinary differential
equations (ODE) [13, 14, 15], including ODE with
delay [16, 17], as well as the apparatus of integro-
differential formal notations [18] and graph theory
[19].

Mixed or semi-empirical models using somewhat
simplified mathematical constructions of theoretical
models of key physiological and pathophysiological
processes occurring at the organ and tissue levels and
determining the conditions and mechanisms of
regulation of carbohydrate metabolism in the patient's
body, supplemented by empirical formed parameters,

2).

3).
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characteristics and functions. The empirical

components introduced into the formal model

schemes make it possible to reproduce in simulation
conditions the functions of exogenous intake of

glucose and insulin into the patient's body [20, 21],

including variants with the function of controlling the

concentration of glucose in the blood [22, 23], the
mechanisms of the relationship between blood

glucose and subcutaneous adipose tissue [24],

characteristics  reflecting changes in glucose

concentration in the interstitial space [25], factors that
take into account the effect of physical activity on the
functioning of the insulin-glucose system [26], etc.

Analyzing the mentioned model concepts, it should
be noted that not all the noted formal structures are
applicable for individual adaptation for specific patients,
for organizing guided insulin therapy, and also for setting
model notations for patients with different types of
diabetes.

Thus, empirical models based on autoregressive
structures make it possible to effectively solve the
problem of predicting changes in the level of glucose in a
patient's blood, since according to the analysis of time
series of real measurements of its concentration, it is
possible to generate a forecast of their future values based
on known data from the past. It should be noted here that
such models make it possible to predict with a
sufficiently high reliability the concentration of glucose
in the blood only for the near future - from 30-45 minutes
[8.9] to 4 hours [10]. These models have proven
themselves well when customizing them for specific
patients with type 1 diabetes and without diabetes, but
they are not very effective in recreating type 2 diabetes.
Also, autoregressive formal schemes are not sufficiently
adapted to the reproduction of exogenous sources of
glucose and insulin intake, to the implementation of
blood glucose control regimes, to taking into account
other physiological factors in the regulation of
carbohydrate metabolism in the blood.

Neural network empirical models are also generally
quite efficiently tuned to specific patients and make it
possible to predict future glucose levels [11,12] in his
blood based on several previous values and / or some
currently existing factors regulating carbohydrate
metabolism. At the same time, it should be borne in mind
that neural network models, before using them, require a
training procedure, i.e. in fact, individualized adaptation-
adjustment of the model for a specific patient, and this
procedure is rather complicated and time-consuming,
which significantly hinders its widespread use both in
solving research problems and in the medical practice of
an endocrinologist. Also, neural network model
structures are rather difficult to adapt to the tasks of
automating insulin therapy in patients with diabetes.

Theoretical model representations use equations
characterizing physiological and pathophysiological
processes associated with the insulin-glucose system,
written, if possible, on the basis of "first principles"
("First principles" are natural laws of nature that allow to
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substantiate any phenomenon without additional
empirical assumptions or special models). This approach
leads to the need to use in formal schemes high-order
systems of ordinary (often nonlinear) differential,
integro-differential, differential-graph equations. As
examples of such models, let us mention J.T. Sorensen
[27] (edited by researchers Parker R.S., Doyle F.J. et al.
[28,29]), C. Cobelli et al. [30,31], Archimedes [32,33].
These models contain from 7 to 30 differential equations
describing the mechanisms of glucose production and
absorption, insulin release and utilization, and other
physiological and pathophysiological processes that
affect the “insulin-glucose” balance in the patient's blood.
All noted models allow their customization for specific
patients with diabetes, provide the opportunity to conduct
model studies of all known types of diabetes (primarily
types 1 and 2), make it possible to effectively predict the
dynamics of changes in the concentration of glucose in
the blood of a patient with diabetes in various life
situations , and also on these models it is possible to
recreate exogenous sources of glucose and insulin, incl.
working in an automatic mode of insulin therapy for a
patient with diabetes. However, the high and often
excessive complexity of the development of such models,
the significant difficulties in collecting and determining
the values of biological variables that must be taken into
account in their formal notations, prevent the widespread
introduction of these model concepts into the clinical
practice of endocrinologists.

In this regard, semiempirical models of the insulin-
glucose system are the most convenient for
implementation in medical practice for treating patients
with diabetes. As a rule, mixed models are a system of 2-
3, less often 4-6 nonlinear differential and / or integro-
differential equations of the first order, on the right side
of which there are a number of components reflecting the
mechanisms of production, exogenous intake, utilization,
elimination of glucose and insulin, as well as, if
necessary, recreating the influence of other physiological
parameters of the body associated with carbohydrate
metabolism. Among the semiempirical models of the
insulin-glucose system, we note the following:

1) The minimal model (Bergman R.N. [14], which has
three ODEs (equations for the dynamics of glucose,
insulin and an auxiliary variable describing the
dependence of the concentration of insulin in the
blood on the amount of absorbed glucose).

Model Sturis J. [13], which includes six TACs and is
based on two negative feedbacks describing the
absorption of glucose by insulin and the release of
insulin by the pancreas depending on the amount of
glucose supplied.

Three-piece  model Nikita K.S. [34], in the
composition of three TACs - two TACs for the
dynamics of insulin absorption (ultrashort and short-
acting) and one TAC of changes in the concentration
of glucose in the patient's blood caused by the last
meal.

2)

3)
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4) Bennett D.L. and Gourley S.A. [13,16], in which
systems of two ODEs with a lagging argument are
used to describe the dynamics of glucose and insulin.
These models subsequently underwent many

modifications and refinements, which made them more
universal and flexible to the real conditions of insulin
therapy for patients with diabetes. These are the already
mentioned models with exogenous sources of glucose
and insulin [20,21], with components of semi-automatic
control of patient's insulin therapy [22,23], which made it
possible to significantly increase the level of adequacy of
empirical models (especially Bergman R.N. medtli)
under conditions of type 1 diabetes ... These are models
that take into account the mechanisms of the relationship
between the blood glucose content and subcutaneous
adipose tissue [24], reflecting factors influencing the
change in the glucose concentration in the interstitial
space [25], etc.

Analysis of the mathematical structures of the
mentioned mixed models showed that almost all of them
can be used for the tasks of predicting changes in the
concentration of glucose in the blood at different stages
of the breakdown of diabetes disease in a patient, as well
as with exogenous regular or irregular intake of glucose
into the patient intravenous intake of insulin into the body
of a patient with diabetes, incl. when using an insulin
pump controlled by feedback from blood glucose sensors.
However, among the  semiempirical model
representations of the carbohydrate balance system in the
patient's blood, the Bergman R.N. [14] and its
modifications are, perhaps, the most convenient for
reconstruction by means of computer mathematics due to
the moderate complexity of the mathematical
representation of this model, the high flexibility of its
analytical design, and the good adaptability of the formal
scheme of the model to the implementation of control
actions.

I11. MATERIALS AND METHODS

As software tools necessary for the development and
construction of a model range for carrying out
computational experiments with models of the insulin-
glucose system, computer mathematics software systems,
such as MapleModeller or SciLabXCos, can be used.
However, the Matlab software system of computer
mathematics (Matrix Laboratory) [35] with the Simulink
extension possesses the best tools for simulation
computational modeling. This environment is equipped
with a good high-level language and an interactive
environment for graphical visual programming,
numerical calculations and visualization of the results of
computational experiments with multi-domain dynamic
systems and processes.

It is known [36] that an increased blood glucose level
can be initiated by the following reasons:

a) insufficient production of insulin by B-cells of the
pancreas;
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b) the molecular structure of insulin
("defective" insulin);

¢) insulin is not recognized by cell receptors.

is changed

In case of insufficient insulin production (case (a))
diabetes mellitus is called insulin-dependent, or type I
diabetes, in cases (b) and (c), when enough insulin is
produced, but it is not recognized or is "defective",
diabetes is called non-insulin dependent, or type Il
diabetes.

Let us introduce a number of starting points:

1) There is a certain patient-specific *nominal (normal,
acceptable) level™ of glucose concentration in the

blood G,

If the current glucose concentration exceeds the value
G, i-e. when G(t)>G, insulin is produced in

2)

proportion to the difference (G(t)_Go) (often with

some time delay).

Insulin is a conductor of glucose through the cell
membrane, thus mutual utilization (elimination) of
insulin and glucose occurs in proportion to the
product of their concentrations in the blood.

When the level of glucose concentration in the blood
falls below the level G, i.e. when G(t) <G, there is

a release of glucose from the liver in proportion to the
difference (Go—G(t))'

After exceeding the current concentration of glucose
in the blood of a certain upper value G_, i.e. when

G(t)> G, glucose is excreted from the body through

the kidneys.

Insulin circulating in the blood can be in two forms -
in a free state and associated with proteins.
Hereinafter, insulin will always be understood as free
insulin.

3)

4)

5)

6)

Based on the above and modernized equations of the
Bergman minimal model. system "glucose-insulin®, given
in [21, 37], we will form the following system of
nonlinear differential equations characterizing the
dynamics of changes in glucose and insulin in the blood
of a patient with diabetes:

)65 )a(cs)-ne1 (1) L)
ao(t) e
S =r(at)e(6s) o)) -4(63 )a(Gz ()

where

G(1),G,,G, — the previously mentioned

designations; G;=G(t)-G,, G;=G,~G(t), G;=G(t)-G,;
I(t) — the concentration of insulin in the blood at a point

intime t; o — coefficient of insulin production by p-cells
of the pancreas at G(t) >Gyr 1 — coefficient of utilization

of insulin by glucose; » - coefficient of glucose

withdrawal from the liver to maintain its normal level in
the blood; v - coefficient of glucose utilization by
insulin; 4, — parameter of elimination of glucose through
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the Kkidneys at G(t)>Gcr ; (note that the wvalues
a,n,A,v,u are personalized values); L(t) — a function

that takes into account the external supply of insulin;
S(t) — a function that takes into account the flow of

glucose into the patient's blood (for example, as a result
of his nutrition); g(x) — Heaviside function of the form:

g(x):{o, if x<0

, 2
1 if x>0 )

where one of the following values is used as an
argument: XE[Gg,Gg,G; .

Using the graphic notations of the MatLab / Simulink
environment, we will form the following model
constructions of the equations of system (1) - a model of
the dynamics of insulin changes (Fig. 1) and a model of
the dynamics of glucose changes (Fig. 2).

nl —E_o

Gt &

G,

=

Q.
—

)

«— U)lb—‘

L®)

Fig. 1. Model of the dynamics of changes in insulin.
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Fig. 2. Model of the dynamics of changes in glucose.

In these structures: block « - » — integrator; blocks
«% and «GP%> — setters of the initial conditions of the
integrator; block «[>» — multiplier by the corresponding
coefficient a, m, y, v or p; subblocks « Gj », «L(t)»,
«G(t)I(t)», «G;», «G;, », «S(t)» are intended to form the
corresponding elements of the first equation system (1).

To determine the regularities recreated in the «S(t)»
and «L(t)» subunits, simulating external sources of
glucose and insulin intake, let us set out mathematical

descriptions of the processes of glucose and insulin
intake.
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Thus, a single act of glucose intake into the patient's
body from an exogenous source is modeled by a non-
negative and one-extreme Gaussian function [37]:

(t-T® )2

SOt} = A9 expl —
(0)=Aexp| -

®)

where A" — the amplitude, which determines the

maximum value of the peak of the injection of glucose
into the blood after a meal; T — the interval defining
the moment of the beginning of feeding (the beginning of
exogenous glucose intake) relative to the beginning of the
model experiment (this moment corresponds to t=0); o
— variance, which controls the width of the peak, i.e. in
fact, the rate of assimilation of food by the patient, the
full dose of which is Aéo)o'z [21], while it is obvious that
95% of the food (respectively, 95% of exogenous
glucose) will be assimilated by the body in an interval
equal to 2o . The value of the variable corresponding to
the maximum of the function S(O)(t) is determined by the

formula:

2
tgsgx=t|sm)(t)zsﬁa,x =(T<°>+,/(T<°>) +40? ] /2. )

It is believed [21] that the food taken by the patient is
completely converted into glucose on average within two
hours after the beginning of the feeding process, i.e. the

moment t°) is 1 hour from the start of the meal (t—T(O))-

Three meals a day (three daily exogenous intake of
glucose into the patient's body), provided that the daily
meal is equivalent to two morning or evening meals, can
be described as follows [37]:

s°(t)= A7 (w(T) + 20T ) 49 (T)),

_T0Y
where w(T(i)):exp —%

®)

,i=12,3; at the same

time, as a first approximation, we can assume that the
rate of assimilation of food by the patient is the same in
all periods of food intake.

To set a formal description of the subblock «L(t)»,
which simulates an exogenous source of insulin intake,
let us take into account that the need to forcibly inject
insulin into the patient's blood arises when the patient has
diabetes mellitus and has certain difficulties with blood.
There are two ways of getting insulin into a patient's
blood from an external source.

The first method involves the introduction of insulin
into the blood in a volume proportional to the value of the
difference (G(t)_Go)’ moreover, only after revealing the

fact of such an excess. Mathematically, this method is
described by the following relationship:
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. _{k,(G(t)—Go), if (G(t)—GU)>O’ ©

0, if (G(t)-G,) <0

where  — is the coefficient of the relationship between
glucose and insulin concentrations.

The second method is based on a relay mechanism for
controlling the process of insulin intake into the patient's
body, which is triggered when the moment the condition
is met G(t)-G, >G", where G" — is some permissible
excess of the minimum glucose concentration G,. From

this moment, insulin is supplied into the patient's blood at
a constant concentration G, . Mathematically, this method

of injecting insulin is described by the expression:
L, if (G(t)-G,)>G"
Lz(t)z ) ( () 0) .
0, if (G(t)-G,)<G
In both schemes of organizing the supply of
exogenous insulin into the blood of a patient with

diabetes, the supply is stopped as soon as the condition
for the start of its administration is stopped.

™

IV. RESULTS

Here are some of the results of computational
experiments on the simulation test site of the "insulin-
glucose™ system, assembled on the basis of the structural
structures shown in Fig. 1 and Fig. 2. The purpose of the
experiments is to determine the establishment of daily
glycemic profiles of glucose and insulin in the patient's
blood in the situations:

Situation 1. The patient is healthy. The function of
insulin production by the B-cells of the pancreas is
normal. Excess blood glucose is promptly neutralized by
insulin produced by the body in the right amount.

Situation 2. The patient has type I diabetes mellitus.

There is an insufficient level of insulin production by B-
cells of the pancreas. Correction of the glucose-insulin
balance in the patient's blood is not performed.

Situation 3. The patient has type Il diabetes
mellitus. The pancreas makes the required amount of
insulin, but this insulin is “defective”. Correction of the
"glucose-insulin” balance in the patient's blood is not
fully carried out.

Situation 4. The patient has type | diabetes mellitus
and there is a controlled system for introducing
exogenous insulin into his blood. There is an
insufficient level of insulin production by the pancreas or
insulin is not produced in it at all. There are means for
continuous monitoring of blood glucose concentration
and a system for automatic correction of it by forcibly

injecting insulin into the blood from an exogenous source.
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Now let us set the initial parameters necessary for
organizing correct modeling (partially taking into account
the data given in [21, 37]):

1) Periods of simulation: 1 day (24 hours).

2) The number of patient meals (glucose intake from an

exogenous source) per day is 3 with the following

time stamps: 08-00, 14-30, 19-30 hours.

Daily markers of the patient's blood glucose maxima:

09-00, 15-30, 20-30 hours.

Concentrations of glucose in the patient's blood:

before meals (on an empty stomach): 3,3 ...

mMol/l;

after each meal (after 1 hour): 8,9 mMol/l;

minimum allowable: 3,3 mMol/I;

nominal (normal): 5 mMol/I;

critical: 10 mMol/I.

The insulin concentration in the patient's blood varies

from 0 to 170 mU/ml (mU — milli units of insulin).

Typical values of the coefficients in the equations of

system (1), independent of the situations under

consideration:

— coefficient of utilization of insulin by glucose;

— coefficient of glucose output from the liver;

— coefficient of glucose excretion through the
kidneys.

Coefficient of insulin production by B-cells of the

pancreas: situations 1 and 3 — ¢ =15; situations 2 and

4-—q=3.

Coefficient of glucose utilization by insulin: situations

1,2and 4 - v =6, situation 3 - v =1.

3)

4)
- 6.1

5)

6)

7)

8)

Here are results  from

experiments.

some computational

Situation 1. The patient is healthy. The blood glucose-
insulin balance is normal. The glycemic profiles of
glucose and insulin concentrations have the form shown
in Fig. 3, and their daily dynamics corresponds to the
clinical data of a healthy organism.

*[Glucose, |
miolA

@
-

@

\
i,fwaUL

{\/\/\
I

Fig. 3. Daily glycemic profiles of glucose (a) and insulin (b)
concentrations in the blood of a healthy patient.

@

.

Insulin,
mU/ml

100

@
=]

20
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The blood glucose level does not exceed the critical value
of 10 mMol/l. In the first approximation, the selected
values of the coefficients in model (1) can be considered
correct. Then, by manipulating the values of these
coefficients, one can expect physiologically correct
results from the model for certain disorders of
carbohydrate metabolism. However, this does not replace
the mandatory identification and adjustment procedures
for the model for specific patients when using it in
clinical practice.

Situation 2. A patient has type | diabetes mellitus.
The insulin produced by the patient's body is not
sufficient to eliminate glucose. In this case, the glycemic
profiles of glucose and insulin concentrations in the
blood take the following form - see Fig. 4. Insufficient
insulin level leads to the fact

Glucose, mMol/| a)

14/

0 5 10 15 20
- Insulin, mU/ml b)
20, |
15 } /\
10
N

5
0

0 5 10 15 20

Fig. 4. Daily glycemic profiles of glucose (a) and insulin (b)
concentrations in the blood of a patient with type | diabetes.

that after each meal there is a rapid increase in the
concentration of glucose in the patient's blood, exceeding
the critical level of 10 mMol/l. Then the glucose
concentration slowly decreases, but does not reach the
normal value 5 mMol/l and remains at a sufficiently high
level. This effect naturally leads to the fact that excess
glucose from the body's blood is excreted through the
kidneys. This situation is characterized by blood effects
typical of type | diabetes.

Situation 3. The patient has type Il diabetes
mellitus. The pancreas of the patient's body produces
insulin in sufficient quantities, but it does not have the
necessary properties for efficient utilization of glucose,
i.e. is “defective”. The glycemic profiles of glucose levels
and moderately “defective” insulin in the blood are as
follows - see fig. 5. It can be seen that, as in the case of
diabetes mellitus 1, after each meal there is a rapid
increase in the concentration of glucose in the blood of a
patient with diabetes mellitus Il; however, insulin
utilization requires 20-30% more insulin than in a healthy
person. organism (Fig. 3). In addition, there is a slowed
down, compared with the norm, process of lowering the
blood glucose level and reaching its normal value only by

the end of the patient's daily activity period (by 00 hours).
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* Glucase, | | a)
125 miol/l i i
11 I I I
10mG,
9 |
; ' AN
7
: ] ~7 J
sk, — ~
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Insulin, b
180 prll il T T )
140 I |
120 /\-\ ! L [\
100 /
o ~J \\’ \
50 .
40 !
20
]
o 5 10 15 20

Tire

Fig. 5. Daily glycemic profiles of glucose (a) and insulin (b)
concentrations in the blood of a patient with type Il diabetes (a case
with moderately "defective" insulin).

Situation 4. A patient has type | diabetes mellitus and
there is a controlled system for introducing exogenous
insulin into his blood. There are means of continuous
monitoring of the patient's blood glucose level and a
controlled system for continuous delivery of insulin into
the blood from an exogenous source, which is equipped
with an insulin pump [38]. Let the proportional pump
control mode be selected in accordance with expression
(6). The coefficient of the relationship between the
concentrations of glucose and insulin is assumed to be

equal k, =22, since it is generally accepted [21] that 1

Unit of insulin capable of utilizing 22 mMol glucose.
Then the glycemic profiles of glucose and insulin
concentration in the patient's blood take the form shown
in Fig. 6. Here it is necessary to pay attention to the fact
that in a patient with type | diabetes mellitus, in the
absence of an automatic system for correcting the
glucose-insulin balance in the blood by exogenous
insulin, the maximum permissible glucose concentration
level of 10 mMol/l is exceeded after each meal by the
patient (see Fig. 4.a).

Glucose, mMol/l
WmG,,

rGﬂ
0 L]

Insulin, mWmi b}
100 - +

a0 .
60 —
40

20 -

Fig. 6. Daily glycemic profiles of the concentration of glucose (a)
and insulin (b) in the blood of a patient with type | diabetes
mellitus, provided with a continuous supply of exogenous insulin
with a proportional regulator of its consumption.



Belov Vladimir et al. Modification of the Minimal Bergman Model
of the "Insulin-Glucose" System and its Implementation in MatLab/Simulink

When such a patient enters the bloodstream of insulin
from a controlled external source, the concentration of
glucose in his blood exceeds the maximum allowable
value of 10 mMol/l only once - about 15-30 in the
afternoon for a relatively short time after the day
(maximum) food intake by the patient, which gives the
maximum injection exogenous glucose into the body
(Fig. 6.a).

V. DISCUSSION

So, the considered mathematical model of the
"insulin-glucose" balance (system of equations (1)),
despite the wundefined "roughness” of the formal
description and its model representations using MatLab /
Simulink, as well as the results of computational
experiments carried out on this model, demonstrate the
following dynamics changes in the model concentrations
of glucose and insulin in the patient's blood, which fully
corresponds to the real glycemic profiles of the
concentrations of glucose and insulin in the blood of the
human body, both for its healthy state and in the presence
of type | and Il diabetes mellitus. Thus, the model
dynamic sections of the diurnal processes of changes in
the level of glucose and insulin in the blood of a healthy
patient presented in Fig. 3 adequately converge with the
dynamical processes of the same name obtained in real
examinations of practically healthy people (see, for
example, [39]). Model glycemic profiles of glucose and
insulin concentration in the blood of a patient with type |
diabetes mellitus (Figs. 4 and 6) also identically reflect
the dynamics of real analogous profiles obtained during
glycemic control of patients with type | diabetes (see data
in [39, 40]). The calculated profiles of changes in glucose
and insulin levels obtained for a patient with type Il
diabetes (Fig. 5) also provide good agreement with the
real results of daily glycemic monitoring in patients with
type 1l diabetes (see, for example, [41]).

It should be noted that the described model of the
"glucose-insulin™ balance in the patient's blood has good
potential for its further improvement.

So, it is of interest to model such behavior of the main
organ-generator of insulin (pancreas), which reflects its
dynamic "fatigue", ie. allows to recreate in model
conditions a variable rate of insulin production with
limitation of the upper limit of such production. To
simulate this situation, it is sufficient in the first equation
of system (1) to make the constant coefficient of insulin
production variable, depending on the temporal
characteristic or other changing factors.

Replacing the coefficients and, which determine the
processes of mutual utilization of insulin and glucose in
the corresponding equations of system (1) by functional
operators that take into account the rate of glucose
consumption under the influence of physical exertion on
the patient's body, it is possible to reproduce on the
considered model of carbohydrate metabolism various
"insulin-glucose" consequences in the patient's blood
from his hard work, physical exercise, sports and other
similar physically stressful activities.
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The model of insulin-glucose balance in the patient's
blood described in this article can be generally
recommended for implementation in clinical practice to
improve the quality of insulin therapy in patients with
diabetes mellitus, provided that the issues of individual
identification and adjustment of the mathematical
description of carbohydrate metabolism for specific
patients with diabetes mellitus are resolved. The formal
construction of the model description of the insulin-
glucose system in the patient's blood (equations of system
(1)) allows it to be adjusted for a specific patient by
adjusting the values of the coefficients of insulin
production by the pancreas (¢« ), mutual utilization of
insulin and glucose (7,v), and glucose output from the

liver (), elimination of glucose through the kidneys ( z ),
as well as adjusting the values of the nominal G, and
critical G, levels of glucose concentration. This

significantly increases the flexibility and scope of the
considered model, makes it "patient-oriented”, which is
especially important in the case of its introduction into
the clinical practice of an endocrinologist in order to
study and predict the development of a diabetic disease in
a particular patient.

Also, the methods and mechanisms of organizing
glycemic monitoring of blood glucose levels with the
automation of the process of exogenous insulin entering
it using a controlled insulin pump also require some
improvement. Here it is possible to propose a wider use
of the existing developments in this area - see, for
example, [38,42], which describes systemic approaches
to the organization of glycemic control of the blood state
of a patient with type | diabetes mellitus and systemic
issues of building an insulin pump with its control circuit.

Obviously, the modified Bergman minimal model of
the "insulin-glucose” system in the patient's blood
considered in this article makes it possible to recreate and
study under model conditions various clinical aspects of
carbohydrate metabolism both for a healthy patient's
body and in the presence of pathologies, including
diabetes mellitus | and Il types, changes in the balance of
"insulin-glucose” during physical exertion, the effects of
"aging" of the insulin-production capacity of B-cells of
the pancreas.

VI. CONCLUSION

The authors have shown the possibility of using
modern software tools - the MatLab/Simulink computer
mathematics system, initially focused on solving various
dynamic problems of scientific, technical, statistical,
optimization focus using the mechanisms of simulation
modeling and the theory of experiments, to build
dynamic simulation models of carbohydrate metabolism
processes in the blood a patient suffering from diabetes
mellitus and conducting research on this model. The
fundamental possibility of using the MatLab/Simulink
software system for organizing controlled computational
experiments on a model range of the insulin-glucose
system, as well as for high-quality visualization of the
key dynamic characteristics of the studied processes of
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carbohydrate metabolism in the blood of a patient with
diabetes mellitus, has been demonstrated. The obtained
model results showed good agreement with real glycemic
profiles of insulin and glucose concentrations in the
blood of a healthy patient and in the presence of diabetes
mellitus.

Thus, this article shows how an endocrinologist can
effectively use the MatLab/Simulink  software
environment as a solid modern clinical research tool
aimed at studying the dynamics of the development of
signs of pathological processes associated with
carbohydrate metabolism in order to ultimately improve
the quality and efficiency diabetes mellitus treatment.
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Abstract - The paper is devoted to the problems of
orientation and navigation in the world of verbal
presentation of scientific knowledge. The solution of these
problems is currently hampered by the lack of intelligent
information retrieval systems that allow comparing
descriptions of various scientific works at the level of
coincidence of semantic situations, rather than keywords.
The article discusses methods for the formation and
recognition of semantic images of scientific publications
belonging to specific subject areas. The method for
constructing a semantic image of a scientific text developed
by luliia Bruttan allows to form an image of the text of a
scientific publication, which can be used as input data for a
neural network. Training of this neural network will
automate the processes of pattern recognition and
classification of scientific publications according to specified
criteria. The approaches to the recognition of semantic
images of scientific publications based on neural networks
considered in the paper can be used to organize the semantic
search for scientific publications, as well as in the design of
intelligent information retrieval systems.

Keywords - semantic image, pattern recognition, semantic
search, classification of scientific publications, neural
network.

. INTRODUCTION

In modern conditions, orientation in the continuously
increasing volume of scientific publications without the
use of automated tools is becoming more and more
difficult. Scientists and specialists in different fields do not
always manage to successfully track publications
containing new significant results in their area of
knowledge. The development of automated systems for the
classification of scientific publications and the
organization of semantic search for scientific information
in actual areas of research will increase the efficiency of
research work.

Modern approaches to the organization of automated
analysis of scientific texts are mainly associated with the
use of neural network technologies. The application of
machine learning for the classification of scientific
publications according to given features will allow creating
an automated system for searching scientific publications,
as well as increasing the efficiency of searching for the
latest publications in a given field of knowledge.

When solving this task, a problem arises related to
eliminating the contradiction between the context-
dependent representation of texts in natural language and
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the context-independent algorithms for their computer
processing. Therefore, the authors of the article
investigated and proposed approaches to the computer
representation of the semantic content of texts in a context-
dependent language. The application of these approaches
to the construction of a semantic image of a scientific
publication can be considered as a variant of the input data
formation, taking into account the semantic component for
a neural network, the training of which will solve the
problem of classifying publications according to given
features at a higher quality level and organize a semantic
search for texts of scientific content in a given subject area.

It can be argued that at present the global problem of
recognition of the semantics of texts has not been solved.
Its full solution would lead to a genuine scientific
breakthrough. But even a partial solution to this problem,
proposed by the authors of the article, seems to be very
relevant.

Algorithmically  solvable  procedures for the
recognition of semantic images of texts of scientific
publications allow the implementation of intelligent
information retrieval systems.

1. PROBLEMS OF CONSTRUCTING A MACHINE
REPRESENTATION OF TEXT IN A NATURAL
LANGUAGE

The texts of scientific publications are unstructured
datasets. For automated processing, these unstructured text
sequences must be transformed into a structured feature
space. The problem lies in developing an approach to
constructing a DataSet that is suitable for processing by a
neural network and at the same time provides an acceptable
level of quality of the results obtained. Obviously,
considering the semantics of the source text when forming
the DataSet will help to improve the quality.

The existing approaches to processing the text of
scientific publications to create a DataSet is described in
this paper. Initially, it is required to collect a domain-
specific corpus of publications for building models. At the
stage of preprocessing the collected text data, it is
necessary to perform a number of tasks: removing non-
alphabetic characters from the text, splitting the text into a
set of tokens, removing stop words, reducing words to their
word stem, base or root form. Removing non-alphabetic
characters and stop words is a standard procedure. It allows
to delete unnecessary elements that have little effect on its
general subject matter. Text preprocessing includes the
removal of functional words (semantically neutral words
such as conjunctions, prepositions, articles, etc.). Next,
morphological analysis is performed. One of two ways is
used to cast a word to the stem: stemming and
lemmatization. In the first case, the ending of the word is
cut off according to a certain algorithm, in the second case,
the word is reduced to the base or dictionary form of a word
in accordance with the applied language grammar. These
measures can significantly reduce the dimension of space.
As a result, all significant words that appear in the
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document act as features of the document. After cleansing
the data, formal feature extraction methods can be applied.

Document indexing is the construction of a certain
numerical model of the text, which translates the text into
a representation that is convenient for further processing.
The bag-of-words model allows to represent a document as
a multidimensional vector of words and their weights in the
document [1]. In this case, each document is a vector in a
multidimensional space, the coordinates of which
correspond to the word numbers, and the values of the
coordinates correspond to the values of the weights.
Another common indexing model is Word2Vec [2]. It
represents each word as a vector that contains information
about the context (companion) words. Another indexing
model is based on taking into account n-grams [1, 3, 4],
that is, sequences of adjacent words.

In the works of D. A. Pospelov, V. Sh. Rubashkin,
V. K. Finn, I. A. Melchuk, M. Minsky [5] — [9], classical
approaches to the presentation of textual descriptions with
a possible level of preservation of semantics for solving
search problems and a comparative analysis of these
descriptions were proposed:

e frames;

e semantic networks;

o logical models;

e model "Meaning => Text".

To identify the meaning of text-based documents, it is
necessary to use semantic analysis, which is realized
thanks to a linguistic analyzer. There are a number of
problems that arise at the stage of semantic analysis of text-
based documents:

e standardization

languages;

¢ resolution of syntactic and lexical homonymy;

o coreference of relations between units of the text;

e analysis of contexts characterized by semantic

incompleteness;

o development of semantic dictionaries required to

support semantic analysis algorithms.

It should be borne in mind that for a sufficiently
complete understanding of the text from the linguistic
analyzer, in addition to the ability to identify and formalize
the semantics of the text, the ability to implement logical
inference from the text is also required.

The authors' review of publications on this topic allows
us to conclude that the mechanism for taking into account
the semantic component in existing formalized text models
does not make it possible to use even well-known methods
to solve the problem of forming a context-sensitive DataSet
in which the semantics of the original publication is
preserved. Therefore, the authors of the article propose for
discussion their approach to the formation of a semantic
image of a text, based on the method of spatial
representation of text descriptions.

of knowledge representation
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I1l.  METHOD OF SPATIAL REPRESENTATION OF TEXT

DESCRIPTIONS

Let us consider an approach to the formation of a
semantic image of a text of scientific content, based on the
method of spatial representation of text descriptions,
developed by the author of the article [10] — [12]. Objects
that are specified by textual descriptions can be represented
as an area of colored dots in the N-dimensional model
space of a certain subject area. Thus, a graphic image of the
text or a graphic model of a linguistically specified object
will be obtained. Consequently, digital image processing
methods can be applied to this graphic image, in particular,
image recognition methods [13, 14], which are currently
well studied and implemented.

Application of the method of spatial representation of
text descriptions allows:

o to partially preserve the semantics of the original
text, given in a natural language; when it is
represented in a computer;

o to use digital image processing methods;

o to implement comparative analysis and search for
texts at a higher quality level.

When implementing an approach based on the
application of the method of spatial representation of text
descriptions, each source text in a natural language will be
associated with its graphic image. But in this graphic image
of the text it is necessary to add the semantics of the
original description, and then it can be called the semantic
image of the text description.

One of the best options for presenting texts with
preserving the semantics of description in a natural
language is the predicate representation of text records in
the form of ARB syntagmas [12]. The professional
language of a scientific direction can be translated into the
language of predicates. The authors of the monograph [15]
have proved this fundamental possibility.

The predicate language proposed in this paper consists
of a descriptor dictionary and a specific description
structure, which is a set of elementary statements
(syntagmas) of the standard ARB form, where A and B are
term codes along with connection pointers, and R is a code
of a binary relation reflecting the relationship of objects, or
features of the subject area under consideration.

The following approaches to the formation of the
corresponding dictionaries are proposed.

The lexical composition of the predicate language must
be recorded using a descriptor dictionary. A vocabulary
should be developed for each domain. Its thematic scope
should be such that any texts belonging to the considered
subject area are translated into the predicate language.
Dictionaries are proposed to be formed on the basis of the
constructed domain ontology [16, 17].

The choice of binary relations begins with finding the
main types of simple natural language sentences that
implement them. In such a sentence, information is
recorded about two objects, an object and a feature, or two
features and a relation connecting this pair. Each object or
feature is most often expressed in one word, which in the
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sentence plays the role of a subject, addition, definition or
circumstance. Attitude is also expressed most often in one
word, which in the sentence plays the role of a predicate.
Further, for binary relations, formal and logical properties
must be established, the operations underlying the identical
transformations of elementary statements must be
determined. After analyzing the formal-logical properties
of the selected binary relations, it becomes clear that many
of them are capable of generating new relations. Therefore,
it is necessary to conduct a study of the rules for
transforming binary relations. Then a dictionary of binary
relations is formed with the following structure [12]:

1)  descriptor code;

2) head descriptor;

3) synonyms;

4)  formal logical properties.

To implement a successful (and adequate) translation
of a text description into the predicate language, it is
necessary to carry out preprocessing of the text: translation
of sentences into a simple form and replacement of
pronouns with the corresponding terms.

The translation of a text description from a natural
language into a predicate language takes place in two
stages:

1)

2)

The translation of lexical units of the text.
The translation of the links that exist between
them.

As a result of translation into the language of predicates
of atext in a natural language, a set of syntagmas is formed,
consisting of a set of ARB that reflect the original
description. Thus, we obtain a formalized representation of
the text description, which retains the meaning of the text
at the level of interrelation of terms of a specific domain.

Further formalization of the text makes it possible to
represent its image in the N-dimensional model space of
the subject area. Suppose the axes of the N-dimensional
model space are designated X1, Xz, ..., Xn. Along the axes
of the N-dimensional space, m identical terms of the
thesaurus are located, and if necessary, you can add axes to
reflect the corresponding quantitative characteristics. Let
us assume that the terms in position A will be plotted on the
odd axes, and the terms in position B will be plotted on the
even axes. The points in the N-dimensional space represent
multiple named relationships (R) between the
corresponding terms of the thesaurus. Then, for example, a
text description that belongs to a certain domain of
knowledge will represent a separate area filled with named
relations. When assigning a specific color to each type of
predicate relationship, we obtain different graphic images
for the interval. They can be considered models of a
linguistically given object with a predicate representation
of its context-dependent description (see Fig. 1).



luliia Bruttan et al. Research of Approaches to the Recognition of Semantic Images of Scientific Publications

N=2

" ®R1
2 Bm A— R2
3 T 9 AR3
E A ®——K— XR4
o X RS
£ T K
5§ 0 +——————+—+—+—
9 Rs
* AL A2 A3 Am

terms thesaurus

Fig. 1. Semantic image of the text.

It should be emphasized that some relationships often
breed others. The order of transformation of statements is
determined by the logical connections that exist for
predicate relations of textual descriptions of a certain
subject area. As a result, simple statements are
supplemented with a set of consequences arising from
them, which are new statements that were previously
absent in the text. But they are necessary to preserve the
semantics in the predicate representation, i.e. predicate
extensions of the original description appear, containing
the results of possible logical transformations of the
original predicates. The predicate extensions obtained in
this way, in turn, provide coloring of additional
subintervals of the thesaurus space.

To build a graphical image of a text description, in most
cases (with the exception of text descriptions containing
quantitative data), a 2-dimensional space is sufficient
(which we will call the base plane). Nevertheless, when
constructing a predicate extension of the original
description in the model space, a situation may arise when
itis required to increase the number of its dimensions, since
as a result of performing formal logical transformations,
other types of relations between the existing terms may
additionally come to light. The maximum number of
measurements in the model space Nmax can be determined
asin (1):

Nmax = 2 + 3 + k 1)
where 2 — is the number of measurements of the base
plane,

3 — is the number of additional dimensions that may
appear as a result of performing logical implications of
statements containing binary relations,

k — is the number of additional dimensions that are
needed to display quantitative data of the original text
description.

It should be noted that texts in any natural language
belonging to a certain domain will have similar semantic
images in the model space of terms of this domain.
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Based on Neural Networks

V. METHOD OF RECOGNITION OF SEMANTIC
IMAGES OF SCIENTIFIC PUBLICATIONS BASED ON

A NEURAL NETWORK

Let us consider the approach to the recognition of
semantic images of scientific publications, created by the
authors of the article, based on the method of recognition
of semantic images of scientific publications based on a
neural network. The input of the neural network receives
DataSets, which are semantic images of scientific
publications belonging to a certain scientific field. Each
semantic image is formed using the above method of
spatial representation of text descriptions. This
formalization of the texts of scientific publications
provides a higher quality of the machine learning model,
since it preserves the semantics of the original text
description.

The authors propose an approach to the automated
formation of a DataSet — a labeled (classified) corpus of
semantic images of publications. The DataSet obtained in
this way will be used at the next stage for training and
testing the neural network. Classification of documents is
implemented based on the application of comparison of
images of individual documents with a reference image for
a category for the degree of their similarity. In recognition
methods based on matching, each class is represented by a
vector of features of the image that is the prototype of this
class. An unfamiliar image is assigned to the class whose
prototype is the closest in the sense of a predetermined
metric. Let us adapt the approach proposed in [13] for
solving the problem of recognizing the semantic image of
the text of a scientific publication.

Initially, it is necessary to form semantic images of the
corpus of scientific publications belonging to specific
domain. At this stage, as a result of the application of the
method of spatial representation of textual descriptions, the
formation of semantic images of scientific publications is
carried out.

Semantic images, as shown above, are a collection of
points in the N-dimensional model space with axes Xi,
X200y XN

Each point of each Yg semantic image is characterized
by coordinates and color (let’s assume that the color is
specified in the form of RGB model). Therefore, each
semantic image of a linguistically given object — the text of
a scientific publication — can be represented as a matrix of
features of the following form (2):

3&91 Yin RGBlg

Y, =

g g g @)
Ymgy1 Yugn RGBy,
where g =1,2,...,W,

yg — coordinates of points of the g-th semantic image
ij
in the model space (i=1, 2, ..., Mg; j=1, 2, ..., N),

rRGe¢ — colors of points of the g-th semantic image,
specified in the form of RGB color model (i =1, 2, ..., Mg)

W — total number of semantic images,
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N — the number of dimensions of the model space,

Mg - the number of points in the g-th semantic image
of a text description — includes points representing the
totality of ARB syntagmas of the original text description
and points representing the predicate expansion of the
original ARB array obtained as a result of performing
formal logical transformations over it.

The set of all semantic images of the text corpus of
scientific publications will be a set (3):

{r} = {Yl' Yy, YW} 3)

Let us assume that the points in the matrix of features
of the semantic image are listed in ascending order of the
coordinates of the points of the image, and if the
coordinates coincide, in ascending order of the color values
of the corresponding points.

At the next stage, it is required to provide the
correspondence of the set of indexes of semantic images to
a specific class (domain) of publications. As a result, a
DataSet will be obtained from the labeled-up semantic
images.

The procedure for recognizing the semantic image of a
text description with such a representation of linguistically
defined objects can be implemented by comparing the
recognizable image of the text, given in the form of
matrices of features of the model space, with the available
images-standards, specified in the form of matrices of
features of the same model space. That is, each matrix of
the recognizable object, representing the image of this
object on the plane of the model space, must be compared
with a similar matrix of the reference object. In this case,
the elements of each matrix of the recognizable
linguistically specified object are compared with the values
of the corresponding elements of each matrix of the
reference object, and the number of matches is summed up.
As a result of the comparison, the number of points of the
semantic image of the recognizable object will be
determined, which coincide with the points of the reference
image.

To determine the class to which the studied
linguistically specified object belongs, we introduce the set
of parameters result (4), which shows the percentage of
coincidence of the analysed text with the available
reference texts (5).

result = {resulty, -, resulty} 4)
where W — the total number of semantic images,
S,
result; = M—i- 100% (5)

where g = 1..W,

Sg - the number of points of the recognizable pattern
coinciding with the points of the g-th reference pattern,

My — the number of points in the recognizable pattern.

Thus, in this case, the maximum value of resulty means
the best match of the g-th reference description of an object
that characterizes a specific class of objects (domain) with
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a recognizable publication. As a result, we can conclude
that the publication in question belongs to a specific class
of the domain.

As a result of this stage, a labeled corpus of semantic
images will be formed, which can be used for training and
testing a neural network. Let us assume:

e  95% of the corpus of semantic images will be

used as a training data for the neural network;

e 5% — asatesting data.

At the next stage, it is necessary to train the neural
network selected for solving the problem of classification
of scientific publications [18] — [21] based on the prepared
training dataset of semantic images of publications.

Then it is necessary to test the trained network on the
available testing dataset. After the successful completion
of this stage, the neural network is ready to recognize new
publications of specific domain.

This is the essence of the method proposed by the
authors for the recognition of semantic images of scientific
publications based on neural networks. Using the described
method, it is possible to determine the belonging of a
linguistically given object (text of a scientific publication)
to a specific class of objects (domain).

On the basis of this method, the authors have developed
an algorithm for determining the class of the object under
study, which can be used in information retrieval systems
to determine the belonging of a linguistically given object
(scientific publication) to one of the selected classes of
objects (domain). This algorithm can be used when
designing a search engine for an information retrieval
system.

V. ORGANIZATION OF SEARCH ENGINE OF A NEW

TYPE

The standard search engine does not consider the
semantic content of natural language texts. Such text, from
the point of view of the search engine, is simply strings of
characters separated by spaces. It is such “words” that are
preselected from the text and entered into the search index,
which allows the search engine to find documents. At the
same time, the query language of a good search service
permits to set various restrictions on the desired
combinations of words in the document, which allows, in
principle, to formulate very complex queries, describing
the desired meaning in the text.

However, the problem of creating good information
retrieval systems based on standard search engines is that
the user wants to formulate his request in the form of a
simple set of words or phrases in a natural language,
expecting the machine to understand these words that can
be written in the text. In such a situation, if the words of the
query do not match the words of the search text, it will be
almost impossible to find the required document.

Therefore, on the basis of the approaches proposed by
the authors of the article to the formation and recognition
of semantic images of scientific publications, it is possible
to design an information retrieval system of a new type. It
will search not by keywords, but by coincidence of
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semantic situations. Such an information retrieval system
of a new type will form semantic images of documents and
store them in its database (or storage). The information
retrieval system should build these images using the
method of spatial representation of text descriptions. And
the search engine should be built on the basis of using the
method of recognition of semantic image of a text
description. It will compare the semantic image of the
user's search query, built on the basis of the method of
spatial representation of text descriptions with the semantic
images available in the database of the information
retrieval system of text-based documents. Then, based on
a predefined successful search criterion, a list of documents
relevant to the query (if any were found) is displayed. To
reduce the percentage of losses when translating original
sentences in natural language into the formalized
representation proposed by the authors (semantic image of
a text description), we formulate the requirements for the
structure of queries:

e they should be written in the form of simple

sentences;

e  pronouns must be absent (or replaced by their

corresponding concepts).

Search engines of a new type, which use the method of
recognition of the semantic image of a text description, can
also be used on the Internet, because they implement a
semantic search for documents, which can improve the
relevance of the search. But at the same time, preliminary
work should be carried out to create dictionaries of
descriptors and predicates for the corresponding subject
areas. Semantic images of information resources of the
Internet are formed on the basis of the method of spatial
representation of text descriptions. These semantic images
can be used to index documents on the Internet.

VI. CONCLUSIONS

The approach to the construction of semantic images of
scientific publications, proposed in the article, makes it
possible to theoretically substantiate the fundamental
possibility of the existence of an algorithmic solution for
problems of comparison, classification of these images.
This approach to formalizing text for its further processing
by a neural network initially has a semantic focus and
potentially improves the quality of training a neural
network. The algorithm developed by the authors for
determining the class of a scientific publication based on
neural networks can effectively solve the problem of
determining whether texts of scientific content belong to
one of the specified classes. This makes it possible to use
the proposed approaches and algorithms in the design of
new types of search engines that will carry out semantic
search for documents.
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COVID-19 influence
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Abstract - The innovation in technologies is one of the
principal external forces that has a direct influence on the
competitiveness of the meeting and the event industry.
Therefore, implementation and adaptation of the new
technological solutions in it has continuously followed the
innovations in technological industry itself. However, the
COVID-19 pandemic with the following lockdowns has pushed
the industry to search for new technological alternatives to
innovate their way out of the crisis in a very short time period.
This was the first time when all the events from small family
celebrations and weddings up to the international conferences
and product launch events, have had to be cancelled or
postponed or could have happened only to a very limited extent
and under strict regulations excluding any larger gatherings of
people. The event providers were forced to find new solutions
to continue their business and not to hibernate with the
minimum downtime allowance granted by the state to the
employees. Technologies supporting various types of online
events became the ultimate digital tool that helped event
planners to execute projects from the beginning to the end after
March 2020. The purpose of the research is to explore these
changes in the usage of the technologies in meetings and events
organized in Latvia caused by COVID-19. The quantitative
analysis of the structural on-line survey data provides insights
on what extent technology adoption in meetings and events
businesses has been before and during COVID-19 and what
are the future prospects supplemented by the in-depth interview
data and qualitative analysis. Authors are investigating what is
the amount of virtual and hybrid events organized in Latvia
before and after COVID-19, what platforms the organizers
used for their virtual events, what is the level of satisfaction and
what kind of challenges the event organizers faced in the
process of adoption of new technologies. The results of this
research not only state the current position within the
framework of the industry, but also enriches discussion about
the adoption of new technologies to innovate the way out of the
crisis and could help in some degree to strengthen the
productivity growth in a long term perspective.
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l. INTRODUCTION

The meeting industry could be named as one of the
fastest growing segments of the global economy as namely
all the world’s largest industries are furthered by it [1].
Despite meetings have always been there and people
gathered for discussing communal interests since ancient
times, the interest to attract contemporary business events
to a various host destinations is argued with higher
expenditures by business travellers, possibilities to utilize
visitor-relevant facilities over a longer period than the
traditional holiday peaks mitigating seasonality and the
amenities that a city or a country can offer for that type of
events co-benefit for residents and enhance attractiveness
of a destination’s even wider [2]. The First congress took
place in Vienna in 1814-1815 to discuss the re-organization
of Europe after the Napoleonic Wars [3]. The expansion of
government organizations, the growth of multinational
corporations, the development of professional associations,
new approaches to human resource management, and the
implementation of new marketing and sales techniques,
stimulated the growth of meeting and event industry since
1950-ies [4], [5].

The meeting industry as a term was introduced in 2006
by a number of organizations including the International
Congress and Convention Association (ICCA), Meeting
Professionals International (MPI), Reed Travel Exhibitions
and the United Nations World Tourism Organization [6].
This term includes business or professional meetings,
conferences, congresses, fairs exhibitions [7]. The
international associations such as ICCA, UIA, MPI have
different categorization of meetings. The meetings could
be divided into local and international with the number of
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participants from five to thousands, with different number
of dates and different volume of countries participating.
Each association is regulating their categories depending
on association and destination specification. In the
academic field business tourism and meeting & events
industry categorization has been examined increasingly by
Arcodia and Robb [8], Swarbrooke and Horner [9]
providing predominantly types of meetings, events and
business travel and listing major products and developing
further to the well-defined typology by Getz [10], [11] and
McKercher [12]. The Evolution of technological
adaptations in the sector has been comprehensively
analysed by Buhalis and Law [13] and Navio-Marco et.al.
[14].

As per report of the Union of International Associations
(UIA) [15] the total amount of meetings in 2019 was 12
472 in 161 countries and in 1251 cities. According to the
International Congress and Convention Association
(ICCA) the number of international association meetings
doubled every 10 years [16]. The 2019 figures confirm this
raising trend, the total number of meetings is high, growing
to 13 254 with 317 more events compared to the year 2018
[16]. Europe continues to have the largest share of the
association meetings market, hosting 53% of all meetings
held in 2019 [16]. The meeting industry became a visible
actor on the tourism map of individual countries and
continents [17]. Getz [10] considered events as important
motivator of tourism, and highlighted its role in the
development and marketing of most destinations. Getz
argues that it was only a few decades ago that “event
tourism” became established in both the tourism industry
and in the research community, so that subsequent growth
of this sector can only be described as spectacular [18].

The COVID-19 pandemic suddenly stopped the
classical solutions and highlighted the new norms for
meetings and events industry. The physical distancing
forced the meeting organizers to show agility and
resilience, in “panic creativity” conditions they have no
other choice than to accept and invest into new formats of
meetings and events. It is crucial to understand if the
investments made will guarantee the efficiency and
stability and will be paid off in future. COVID-19 vast
impact on the industry dynamics has been analysed
avalanching recently e.g., as researching impact on the
global tourism industry, by Li et.al. [19] underlying effects
on tourists’ behavioural patterns, Wut etal. [20]
broadening it to the crisis management research, Kaushal
and Srivastava [21] providing general managerial
recommendations or as Breier etal. [22] investigates
concrete business model innovations as a way out of the
crisis or MICE sector relation to the destination
performance. Virtual and hybrid technologies created the
paradigm of the new era of events, opened the
opportunities for delegates’ inclusivity, reduction of
environmental impact, increase engagement and
interactivity and financial accessibility, but at the same
time raised up new challenges of minimizing digital
exclusion, providing technical support, facilitating
opportunities for networking and supporting physical
wellness of the delegates [23].
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COVID 19 influence

The researches of several medical conferences in 2020
provides clear evidence that changes in medical meetings
will have place and live activities need to consider
multiple approaches that include technology [18], [24],
[25], [26], [27], [28]. Medical community and event
organizers already are implementing and looking for new
solutions and formats supported by information and
communication technologies. Margolis presented the
concept of Extended Congress [24]. This concept
leverages the extension of time, space and languages of
scientific meeting. This concept allows to reach larger
audience, increase accessibility, facilitate the networking
and engagement.

Although the COVID-19 pandemic forced the event
organizers to ensure significant investments and in short
time to adopt their meetings, congresses, conferences,
exhibitions to virtual and hybrid formats, the concept of
virtual events is not new. The World Wide Web was used
since 1993, one of the first scientific conferences ECCC
(Electronic Conference on Computational Chemistry) was
organized in 1995 and followed by other conferences and
events [23]. The recent decades show that meeting industry
was changing rapidly by implementing on-line registration
systems, event supporting applications, virtual platforms
and live streaming. The most popular meeting technologies
introduced by a survey undertaken by the International
Association of Conference Centres between 2012 and 2017
were conference applications, social media campaigns,
audience participation applications, live event streaming,
virtual participation [3] Webinars have received positive
evaluations for quality, value, and relevance already since
2012 and have been used for remote training, courses and
education [29]. The researches of years 2020 and 2021
show that the implementation of virtual platforms, which
bring communities together in three-dimensional virtual
spaces, video conferencing and media sharing tools enable
participants to experience the presentations and to interact
with fellow delegates [30]. The social media, online
platforms and apps for meetings could be integrated into
future meetings and congresses [31]. Virtual spaces and
interactions can completely reform not only the events, but
also education, traveling and working [32]. Therefore, the
authors started structured research about challenges and
opportunities and of virtual and hybrid meetings, the usage
of various innovative tools implemented during the period
of COVID-19 investigating dynamics of changes and
looking forward for the future application of technologies
in meetings and events.

The aim of the research is to explore the changes in the
usage of technologies in the meetings and the events
organized under the influence of COVID-19. The subject
of this study is the usage of technologies. The object of this
study are the regional and the international events which
took place in Latvia in 2019 and 2020. The event is defined
as the regional (with participation of delegates from Latvia,
Lithuania and Estonia) or the international level
conference, congress, seminar or forum with number of
participants not less than 50 in Riga and not less than 25 in

MATERIALS AND METHODS
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the regions of Latvia. Limitations of this research is a short
time period to perform questionnaires and COVID-19
restrictions which caused many service providers a
complete closure of a company or a temporary closure of a
business and accessibility of the respondents.

The contemporary Latvian meeting and event industry
was rooted in the beginning of 1990-ies, after Latvia
renewed its independence and the border opening with the
West put the beginning of the international business
tourism to the country re-focusing from the previous
planned economy traditions to the open market economy.
Unfortunately, it is limited by the destination capacity,
main infrastructure (venues, international chain hotels with
the meeting room capacity) and the airport being located in
the capital city Riga and nearby town Jurmala, other cities
have limited amount of meeting infrastructure and are not
primary destinations for the regional and the international
events. Most of the service providers and the event
organizers are located in the capital city Riga located in the
middle of the three Baltic states (Estonia, Latvia and
Lithuania) and use its infrastructure.

To achieve the aim of the research, the integrated
research method (i.e., the triangulation method) was used,
which refers to the use of more than one method of data
collection for the same objective to assure validity. A
structured online survey (quantitative research method)
investigates the usage of technologies in years 2019 and
2020 were developed. For all the most important players of
meeting and event industry within the state were given the
opportunity to respond. The primary data was collected by
two questionnaires:

a) the service provider’s questionnaire, where the study
audience were Professional Conference Organizers (PCO),
Destination Management Companies (DMC), Event
Agencies, PR agencies, Hotels with conference facilities,
Event Technical Equipment Providers, Congress Centres,
Venues with conference facilities;

b) the event organizer questionnaire, where the study
audience were Associations, other public or non-profit
organizations, government or municipality organizations,
education organizations, entrepreneurs.

The survey was distributed by platform visidati.lv,
through the professional meeting and event industry
associations, Latvian Investment and development agency,
social media (Facebook, LinkedlIn) and by direct mailing
to various industry associations. The a) questionnaire
consisted of 34 questions, answers to all the questions were
mandatory, otherwise the survey could not have been
proceeded. The b) questionnaire consisted of 29 questions,
answers to all the questions were mandatory, otherwise the
survey could not have been proceeded. Both surveys were
divided in three main sections: I. A The Characteristics of
the Respondents; 1l. The Characteristics of the Events and
Delegates; Ill. Technology Usage. The survey was
anonymous. IP restrictions were implemented; one IP
address could only complete the survey once. All the data
were collected within the VisiDati.lv system, and only
authors could access this data, all IP addresses and
responses were removed from the publicity.
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Descriptive research methods were used in this study.
A total of 75 responses were collected; after cleaning the
data, 70 responses were found usable for the analysis
purpose. The quality analysis method by using MAXQDA
program was applied to both questionnaires’ respondents’
comments analysis. For Quantitative research analyses MS
Excel was used.

The a) questionnaire was disseminated primary through
the professional associations: Latvia Convention Bureau,
Latvia Hotels and Restaurant Association, Association of
Latvian Travel Agents and Operators, Latvian Investment
and Development Agency, Latvian Event Producers
Association, Latvian Event Venue Association. The b)
questionnaire was sent to various Latvia represented
industry professional associations for the distribution to
their members, total 226 associations.

The expert interview was conducted with Neil Kalnins,
the organizer of “5G TECHRITORY” conference
(https://lwww.5gtechritory.com/).  The event  was
investigated as a case study with the aim to look deeper into
the event the technologies transformation from 2019 to
2020. The two “5G TECHRITORY” events were analysed
from the following positions: event venue, number of
participants, number of countries participating, number of
speakers, expenses, the time spent for organization of the
event, number and competence of staff, engagement and
interactivity, the usage of technologies.

IIl.  RESULTS AND DISCUSSIONS

A. The Characteristics of the Respondents

The total amount of participated in the survey (n=70)
was mostly represented by the event organizers (61.4%),
located in Riga (60.4%). The service providers participated
in the survey make 38.6%, the same as the event organizers
mostly located in Riga (51.8%). Most of the respondents
have long-term experience, 60% are engaged in the
international events organization for more than 10 years.

B. The Characteristics of the Events and Delegates

Conferences and seminars are the main types of the
events organized —81%, forums — 36%, congresses are also
placed in, but with lower intensity — 31%. Discussions,
lectures, social events, visits, exhibitions, etc. were marked
as other events. The average number of the events
organized by associations, government and municipality
organizations, education organizations and corporates vary
mostly from 1 to 5 events per year — 63%, most of the
service providers maintain more than 10 events per year —
89% of respondents. The number of events during COVID-
19 pandemic decreased for both the event organizers by
18% and the service providers by 29%, most of the events
were forced to be postponed to the year 2021 or 2022.

The number of the delegates per one event decreased in
2020. Most of the events organized before the COVID-19
varied in between 51 to 250 participants per event, the
number of this type of events decreased for 10% in 2020.
This could be explained by the numerous COVID-19
restrictions. However, in separate cases as “5G
TECHRITORY” the number of the participants comparing
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with 2019 doubled, from 700 participants in 2019 up to
2000 participants in 2020.

The country of the origin of the participants expanded
in 8% of cases, in 61 % of cases the country of the origin
narrowed down, and nothing changed in 31 % of cases.
52% of the event participants were from different countries
in Europe, 36% from different countries all over the world
and 12% - only from the Baltic States. The place of event
before restrictions was 92% on site, but it decreased and
65-75% of 2020 events were online or hybrid. Despite the
fact that significant number of the events were organized
during COVID-19 restrictions, all the service providers
mentioned the turnover decreased up to 50% or 70-90%.

C. Technology Usage

The restrictions caused by COVID-19 since March
2020 forced 69% of the meetings to be transferred into
virtual or hybrid environment. The survey shows that most
of the respondents already used the developed platforms,
such as Zoom, Webex, MS Teams, some of the
organizations implemented their own original platforms, in
some cases as with “5G TECHROTORY” several
platforms (Webex and specially designed local platform
Attend.me) were integrated together (Fig.1).
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Fig. 1. Used online platforms for events
(I - not at all, 2 - a little, 3 - moderately,
4- a lot, 5 - in all events without
exception).

Fig. 1. Used online platforms for events

The respondents were asked to evaluate the intensity of
the usage of 16 types of technologies before COVID-19
restrictions in 2020 and their desire to operate the same
technologies in the future. The results showed (Fig.2) that
such technologies like the online registration, the event
website, the multimedia projection, the event video
filming, the social media channels are familiar to the
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respondents and they used them moderately. The usage
intensity of the above-mentioned types of technologies
increased in 2020 and the list was added by event virtual
platform, event live streaming, event online analytics, on-
site data collection and webinars.

The Respondents plan to continue to operate most of
the technologies they implemented and plan to do it more
intensively than in 2020, specially related to the online
registration, event webpage, event virtual platform, event
live streaming, webinars, event online analytics, on-site
data collection and social media channels. Other
technology solutions named were Kahoot, Sli.do, Whatsap,
Youtube, Facebook live videos, remote voting, etc. The
organizer of “5G TECHRITORY”, Neil Kalnins in his
interview pointed out that the online analytics was one of
the most valuable benefits for conference organizers,
providing very precise data and delivering the detailed
information about everything what has happened during
the event. Another success of the event was the usage of
the set of platforms. This approach ensured possibility to
integrate Webex communication platform and to create
three different stages of the conference and virtual expo
venue. Unlike 2019, where a static website was developed
for the event, 2020 technologies allowed to integrate the
web page into the platform and provided the delegate
engagement already from the first step. Entering the
conference platform, the delegates had the choice to choose
which stage they want to stay at, they could move from
stage to another stage or enter the virtual expo. This brings
forth the attention and interest of the participants and
overcome the time difference.

The results of the survey show that the meetings and
the event organizers and the suppliers in most cases
positively evaluate the usage of the technologies in the
organization process of the event (Fig.2). According to
81% of respondents they agree that future events will take
place in hybrid format, but likewise they do not exclude the
existence of fully virtual meetings and onsite meetings,
which create the specific atmosphere and positive
memories.

Overall, the respondents are satisfied with the new
technologies, they feel safe or almost safe operating them,
they consider that technologies could save time and
financial resources, increase the engagement and comfort,
expand the opportunity to invite and hear rare-accessible
lecturers. The Service providers point out that their
employees have medium or good skills in work with
technologies, but only Professional Conference Organizer
rates employee skills as “very good”. Among the main
challenges the respondents pointed out the problems
connected with the Internet - 20% of the respondents
mentioned lack of the Internet speed and the signal
coverage. The respondents most worry about the lack of
the experience and the skills, as well as uncertainty about
the technical equipment they have. The following skills
and knowledge they consider should be improved: digital
skills, knowledge about virtual platforms, human
behaviour and its prediction, as well the respondents
consider as need to exchange and share experience
between colleagues.
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Fig. 2. Used technological solutions for events

This study contributes to the Getz [11] statement about
the future research direction needs regarding wider
discussion on the environmental impact from the industry
pointing out advantages of distant online events specific
role. But it stays in the contradiction to the participant —
traveller raising trend to accumulate more authentic leisure
experiences combined with the business tourism. This
study demonstrates adoption of various technological
advances as the solution for the crisis management
performed by the meetings and the event’s organisers
similarly as Hajibaba at al. [33] have suggested analysing
the crisis management in regard to prevention and
preparedness strategies facing the business travel segment,
pointing to the sector which may recover sooner in the post
crisis era. However, the challenge to find systematic ways
out of the crisis for the entire supply chain stays open as
digital solutions are not helping for many location-based
services. According Wut et al. [20] there should be clear
concerns about what are the effects of crisis prevention and
preparedness in the future for the international tourism.
This study shows clearly individual adoption of the crisis
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management by various stakeholders, but there is lack of
data and discussion in this research about the systematic
tools to support the recovery of the whole industry.
Although, what will be the financial concerns and
productivity issues in a long-term of these rapid
innovations caused by COVID-19.

Summarizing the main part of the results and answering
the research question: what are the changes in the usage of
technologies in the meetings and the events organized
under the influence of COVID-19, the extremely rapid
adaptability of entrepreneurs and the leap in technological
development in the application of everyday developments
should be highlighted within a period less than a year.
Secondly, even if the initial motive was to create solutions
for business continuity by replacing the current
arrangements with various technological innovations,
entrepreneurs are convinced that many elements from this
substitution will remain, which will continue to cause
changes in supply chain services.

The door for virtual and hybrid events is opened, this
fact confirms CMX (Community for Online Community
Professionals) the report where 80% of the respondents
stated that virtual events are becoming a more critical part
of the organization’s business strategy [34]. We can’t
ignore the fact that online participation must be a part of
the future face-to-face events. The Traditional format of
attending scientific conferences already before COVID-19
was questioned by the communities due to the large carbon
footprint associated with the international flights, low
accessibility for wide set of researchers including the
persons with disability and those with limited resources or
having caring and family concerns [27]. The positive
impact of the virtual and hybrid events on the environment,
the accessibility providing the learning opportunity for a
greater number of researchers, the possibility to attract
leading scientists who are more likely to accept the
invitations because the time commitment is significantly
less [35] the lower costs makes digital formats more and
more attractive. “5G TECHRITORY” organizers point out
that all type of the events will continue to develop in the
future but will be more segmented and rational.

IV. CONCLUCIONS

The hybrid event phenomena became a “new normal”
of our everyday life, opening the new opportunities, but at
the same time creating new challenges for the meeting and
the event industry stakeholders.

The development of the meeting and the event industry
is tightly connected with the adoption of new technologies
to raise competitiveness. COVID-19 restrictions forced the
industry to find new ways to organize interregional and
international events and find the ways out of the sudden
crisis. The majority of the industry had to make a pivot in
2020 and was forced to cover the technological adoption
gap and build digital meeting solutions in their overall
strategies within a very short period of time. Fast and
unplanned investments in 2020 hit the financial stability of
the service providers, the lasting lockdown and uncertainty
aggravates the situation even more. For the events mostly
already developed platforms were adopted, but for the
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online activities: combinations of online registration, event
webpage and multimedia projections.

Industry members contrive experiencing such a rapid
digital transformation, but point out the necessity of the
specific digital knowledge and skills improvement, the
need of the professional specialists to operate in digitalized
reality. Internet speed and coverage, access to the advanced
technical equipment, professional and experienced staff are
named to be the biggest challenges. Industry members
predict: the events will be held mostly online or hybrid in
future either, although the onsite events give more specific
atmosphere and positive memories. Face-to-face events
will return, but with the element of online participation.
Both the organizers and the participants will assess the
need for travel more carefully. Although the organisation
of virtual and hybrid events in most of the cases require the
same budgets as face-to-face, many of them will stay in
digital or phygital environment.

This research identifies the critical factors of
technology use in the meeting and event industry, clear up
which technologies were the most popular in the meeting
and event industry before and will stay after COVID-19,
how willing and ready are the event organizers to continue
the implementation of digitalization in the event
organization process in Latvia. Results acquired are not
state specific and are applicable to the other states of the
Baltic region or elsewhere with similar industry structure
and development level. However, it encourages for deeper
investigations, especially implementing new digital and
online (or hybrid) event organisational business models in
the industry in relation to the competitiveness of the
hospitality industry. After such a rapid digital
transformation part of the traditional business tourism
services (e.g. hotel rooms, conference halls, catering,
mobility and incentive travel etc.) are not used so
extensively any more — what does these changes mean for
relates industries within the supply chain. Another
direction for further research includes challenging the
digital gap of employees and other technological advances
based on the specific industry needs. What other changes
will bring transformation to digital destination and what
skills and knowledge should be improved to operate virtual
and hybrid meetings, to investigate the behaviour of
delegates, to detect the tools for deeper engagement of the
participants, to explore the financial models for the
successful ~ business development in  digitalized
environment.

Hall quoted Dietvorst that all tourism related events
have space and time attributes attached to them [34], but
this is challenged with digital events, where traditional
destinations turns into a virtual venue, but the flow of
visitors does not follow: sharing the same time, but not
place.
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Abstract - The paper's considerations relate to an
Erasmus+ project called Generation: Smart. Social
Competences Transmedia Bridge To Cultivate A New Culture
For Cross-Generational Collaboration. The consortium
agreed that due to profound changes in the contemporary
Network Societies, people of various generations have to
collaborate. However, it is a complex issue due to the
divergent life purposes of different aged people. Thus, the
project's targeted group, i.e., educators who support adult
learners, should be equipped with an educational model that
constitutes a solution to this situation. The assumption was
that such a model is to include social competences enabling
the processes of cross-generational collaboration.
Information technology transmedia blend is supposed to
bridge the gap between generations. In the paper, we present
an overlook of the research that focuses on developing such a
framework model. The research features triangulation,
which means the analysis of both quantitative and qualitative
data. It is structured in three parts. The first one deals with
the statistical embracement of the social environment in
which the cross-generational collaboration occurs in project
partner countries. It is quantitative desk research that
utilizes Eurostat information. It is worth pointing out that the
research is in statu nascendi. In two consecutive parts, the
researchers want to acknowledge the cross-generational
collaboration in working life and everyday life. Here, the
survey method and the questionnaire interview technique
serve as the qualitative research method. Two research
groups are to be reached: entrepreneurs and the Third Age
Universities' participants. The results of the above two stages
will be known after the publication of this paper.

Nonetheless, a proto-model recommendation is presented
along with educational conclusions on how to use the model.
The concept is based on the prior partners' analysis and
design work.

Keywords - cross-generational collaboration, educational
model, social competences, transmedia blend.

I. INTRODUCTION

The future depends on connectivity. Not only is it
important technologically (connected devices — the
Internet of Things: gathering data, e.g., to power the
Artificial Intelligence algorithms), but it directly also
touches people. The context of the research described in
the paper focuses on the cross-generational gap that
features contemporary Network Societies [1]. The term
"network society" defines the stage in the development of
societies in the modern world. In the network society,
information is subject to a wide flow — with the use of IT
and, above all, the Internet. Nowadays, due to, e.g.,
profound technological and demographic changes, people
of different generations have to collaborate. Life and
professional activities in the contemporary world demand
to overcome challenges and bridge the gaps between
generations. Educators who support adult learners
originating from different age groups need an educational
model to bridge the cross-generational gap. Such a model
should be a flexible structure that can be easily updated. It
can comprise a part of social competences and another part
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dealing with information technology as well as innovative
pedagogy. Transmedia approach — of or relating to more
than one form of media® — can constitute a solution aiming
at embracing and implementing a new culture for cross-
generational collaboration [2]. It can be cultivated in two
main domains: working life and everyday life. The former
deals with the present and future needs of work
environments. The latter one includes, among others,
senior citizens, and it is strongly connected with social
responsibility in the aspect of making a better world.

The model for cross-generational collaboration (the
CGC Model) is supposed to be the outcome of an
Erasmus+ project titled "Generation: Smart. Social
Competences Transmedia Bridge To Cultivate A New
Culture For Cross-Generational Collaboration™ (GSmart).
More information about the project can be found on the
web page https://www.generationsmart.eu/ .

Il. MATERIALS AND METHODS

The main material connected with the research is the
model itself. A model — a construction that is a simplified
image of a selected fragment of reality; a formalized
approach to a theory or situation in which it generates
specific data. Models as descriptions are almost always
partial or incomplete because they concern only selected
characteristics [3]. The process of the CGC Model
designing and constructing follows such a procedure of
construction and verification:

1. The preliminary structure of the model (proto-model)
has been designed (Fig. 1).

2. The model is subject to testing via an educational
process of Transnational Training Sessions that are
supposed to be conducted during the GSmart project.

3. The construction of the final design of this model is
proposed.

The validity of the above procedure was confirmed by
S. Libow Martinez and G. Stager [4]. They promote the
term 'tinkering' in the sense of taking action to improve
learning processes that arise from experience,
experimentation and discovery. They also introduce the
term 'constructing' to draw conclusions from experience
and combine intuition — thinking and reflection — with
formal aspects.
It enables measurement and understanding as well as an
explanation of the consequences of actions.

Following the concept of model development
originally proposed by S. Libow Martinez and G. Stager,
as well as by D. Leclercq and M. Poumayit [5]. It is
assumed that the concept of designing and constructing an
educational model consists of three stages:

1. ldea stage — refers to initial thoughts concerning a
given issue. It may include phases: feedback from
others, brainstorming, resource analysis, goal setting,

model outline, impact prediction, developing an action
sequence diagram — a dynamic procedure of events.

2. Creation stage — the initiation of the action occurs. It
may include phases of creating, experimenting,
constructing and deconstructing, testing, observing the
impact, documenting the process, looking for weaker
elements, and reacting to them accordingly.

3. Development stage — a properly designed and
constructed model should correspond to the initial
assumptions of the specialists who created it. The
model can be applied in educational practice.
Simultaneously, the model can — and even should — be
improved by considering the changing conditions of
time, place, people, concept development, or needs and
requirements for the education of a particular group of
learners.

e The area of Al The area of A
saocial competences transmedia solutions ‘
" - . What & Why?
The established set Digital technalogies
for cross-generational &
\ collaboration y, Innovative pedagogy
4 '
The area of i F far 7
collaboration. A holistic learning environment What & How?
(EaT2 | Realization through the innovative transmedia-blend approach:
(1) Hybrid activities - ICT-compound: online and face-to-face
{2} Workshops by activating methods (3) So<ial learning J
|
-

Expected result

- dR3 A new culture for cross-generational collaboration For what?
Cultivated in two domains: (1) Working life - present and future needs,

and (2) Everyday life - social responsibility: making a better world,

Fig. 1. Proposal of an educational model for cross-generational
collaboration. The CGC Model — preliminary blueprint
(proto-model)

EdS1 - the first stage of implementation of the CGC
Model - the level of educational strategy. It refers to an
established set of social competences.

In the project, it is assumed that to participate in the
Network Societies actively, the members of such societies
should be strategically educated (1) on social competences
that support the development of the meta-competence (a
competence that is self-referential; it is at a higher level
and beyond others) — the ability for cross-generational
collaboration, and (2) through digital Technology and
innovative pedagogy — the transmedia-blend approach [2].

By cross-generational competence, we understand the
ability of different-age people to go partners. It can be both
in working life and everyday life domains. For
contemporary societies, this issue is of paramount
significance.

According to ESCOpedia (European  Skills,
Competences, Qualifications and Occupations (ESCO)),
"[...] competence means the proven ability to use
knowledge, skills and personal, social and/or
methodological abilities, in work or study situations and
professional and personal development™ [6]. Whereas the
term 'skill' refers mainly to methods and instruments, "[...]

!Dictionary, https://ludwig.guru/s/transmedia [Accessed: Mar. 2,
2020]
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competence is broader and refers to the ability of a person
— facing new situations and unforeseen challenges — to use
and apply knowledge and skills in an independent and self-
directed way" [6].

Transversal knowledge, skills and competences must
also be taken into account [7]. They are "relevant to a
broad range of occupations and economic sectors. They
are often referred to as core skills, basic skills, or soft
skills, the cornerstone for the personal development of a
person" [8]. Competences are organized in a hierarchical
structure — with five headings. One of them is 'social
interaction'. It underpins the GSmart project and
constitutes  the project's core notion regarding
competences considerations.

For the sake of the GSmart project, the set of social
interaction competences — the social competences — that
support  cross-generational collaboration has been
established based on earlier research [9]. It was conducted
in connection with the Erasmus+ project "Intranet:
Intrapreneurship net-playbook™ (Intranet) [10].

The set of social competences that support the cross-
generational collaboration:

1. Adaptation,
Barrier-breaking,
Conflict resolution,
Creativity,

Critical thinking
Collaboration,
Communication,

Community building,

© © N o g &~ D

Cross-generational attitude swap. A competence
that includes the following stages: (1) From the
point of pre-existing experience, (2) Through
building the cross-generational consideration,
and (3) To reach the level of understanding of
how to bridge the cross-generational gap.

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.

Decision making,

Empathy — helping others,

Experimentation encouragement,

ICT - skills, and abilities of the Digital Age,
Inspiring,

Knowledge-sharing,

Leadership responsibility,

Motivation,

Negotiation,

Problem analysis,

Problem-solving,

53

21. Resilience — goal-oriented approach,
22. Social responsibility,
23. Teamwork.

The above set of social competences that bridge the
cross-generational gap has been introduced to the public in
the research described in the paper.

EdSla - the first stage of implementation of the CGC
Model — the level of educational strategy. It refers to
the chosen transmedia solutions.

Hybrid activities — ICT-compound: online and face-to-
face

Ten interactive tasks supporting the development of
cross-generational  collaboration  through  social
competences. A derivative of the outcome material of the
Erasmus+ Intranet project. From this perspective, the
GSmart project will be a continuation of the Intranet
project — yet adjusted to other social needs and contexts.

Workshops by activating methods

Five training sessions are delivered in face-to-face
mode. Various proven methodologies, e.g., Design
Thinking, Lego Serious Play, or gamification elements,
will boost cross-generational collaboration through social
competences.

Social Learning

Multiple social learning channels, such as online
discussion, audio-video interactions, peer-coaching, or
Slack collaborative environment, will foster a mutual
understanding by cross-generational social competences
[11].

Following the trend of social connectivity that features
up-to-date online platforms[12], the mixture of the three
foremost forms will be integrated into one holistic,
consistent, and coherent framework. Multi-channel
communication through the cloud-based systems Edueca
(the platform by CIDET (Spain) is the place for the
interactive online activities on the cross-generational
collaboration through social competences), Google
Workspace (the service is supposed to be a collaboration
space for both the project partners and the project targeted
groups, in the latter case, it will be a significant part of the
project transmedia approach) and the Slack collaborative
mobile environment will facilitate the integration of the
GSmart's teaching and learning forms of the project. This
procedure will enable us to constitute a bridge on cross-
generational collaboration by education on and expansion
of social competences.

EdT2 - the second stage of the implementation of the
CGC Model - the level of educational tactics. It
concerns the area of educational processes for cross-
generational collaboration.

Tactically (operationally), it will be done by the
application of the innovative transmedia-blend approach —
within a holistic learning environment. It means that
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the content and teaching and learning methods will
combine three earlier mentioned primary forms.

EdR3 - the third stage of the implementation of the
CGC Model - the level of results.

It concerns the expected objective of the model's
operation. It is the cultivation — achievement, application,
and development— of a new culture 2 for cross-
generational collaboration in two domains: (A) Working
life and (B) Everyday life — social responsibility: making
a better world.

By social responsibility, we understand the ability to
take the perspective of and empathize with others from
different; ages — including seniors, backgrounds, and
cultures — social environments, as well as to understand
ethical norms for behavior. It is also a usage of creative
intelligence in connection with community resources.

In the concept of competence, the term social
responsibility has been specified as "[...] the ability to act
responsibly, autonomously, and considering values and
standards and the effects that can be anticipated for
oneself, others, and situations, and also to consciously
endure the resulting consequences" 13]. The research
reveals a strong connection between social responsibility
and the ability to cooperate — collaborate with others [13].

The discussed domain has a lot in common with the
term "social intelligence," i.e., "[...] the ability to connect
to others deeply and directly, to sense and stimulate
reactions and desired interactions" [14] — also by the
activities that can benefit senior adult learners. Socially
intelligent people can quickly assess the emotions of those
around them and adapt their actions accordingly. It should
be a key feature for those who need to collaborate cross-
generationally and build relationships of trust. It is
important in cross-generational collaboration with larger
groups of people and different settings. Such an approach
is directed to the notions of social inclusion and the
inclusion of senior adult learners.

The CGC Model's Features
At the meta-level
A framework construction

A framework means here a collection of proposed
solutions with the possibility of alternation or expansion.
It can be done both in the scope of content and processes
related to the development of the system functionality.

It means predefining the elements of the structure,
content, and procedure of the action — Dynamic Procedure
of Events (DPE - described later). Such design will
provide stability and, at the same time, flexibility in terms
of prospective modifications and improvements of how to
use the model. Such an approach ensures the possibility of
a selection of social competences and transmedia

solutions, as well as alternations in the scope of
educational processes — methods and the choice of the
educational aim(s).

At the practical level — Learning, Teaching and
Training Activities

Adjustability and validity

The GCG Model will be adjusted and validated in the
training process by the project's targeted groups — during
the project's training sessions. The knowledge on how to
use the model will be passed to the project's targeted
groups. Opinions of the project targeted groups will be
used to improve the model assumptions.

Dynamic Procedure of Events

While maintaining the functional usability and
flexibility of the CGC Model, it is possible to indicate the
Dynamic Procedure of Events (DPE), which applies to this
model. This procedure determines the proper functioning
of the model. It has been assumed that the CGC Model
aims to achieve alearning process that supports the
development of a new culture for cross-generational
collaboration.

Level of educational strategy — the definition of: who,
what, and why. The stage of model implementation: 1

At the first stage of implementing the CGC Model, a
strategic selection of social competences takes place (Fig.
1. EdS1). Educators can develop social competences
according to a particular group of learners' needs and
expectations to boost the cross-generational
collaboration. It is done by choosing relevant parts of the
course implemented for the sake of the project's targeted
groups. The parts' activities aim to develop different social
competences and — as a result — the meta-competence of
cross-generational collaboration.

The education and development of social competences
using digital technologies and innovative pedagogy are
strategic objectives — sine qua non conditions — of
education in the Network Society [15]. For this reason, the
first strategic level of implementation of the CGC Model
also includes transmedia solutions (Fig. 1. EdS1a). The
selection of specific tools has been described earlier. They
serve the educational processes at the level of educational
tactics —during the second stage of implementation.

The level of educational tactics — the definition of: who,
what, and how. The stage of model implementation: 2

At the second stage of implementation of the CGC
Model - in the area of educational processes for cross-
generational collaboration — the integration of the area of
social competences with the area of transmedia solutions
takes place. It is done by implementing and verifying the
learning environment (Fig. 1. EdT2). Learning
environment — which is a key element as it determines the

2 Culture — here: (1) development or improvement of the minds
by education or training; (2) The set of shared attitudes, values,
goals, and practices that characterizes an institution or
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organization (Webster’s definitions: https://www.merriam-
webster.com/dictionary/culture [Accessed: Mar. 2, 2020]).
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proper functioning of the CGC model — means here
educational cooperation that consists of the following
elements:

1. Educators — with whom one learns. In the GSmart
project — the project's targeted groups, i.e., educators
and other personnel who support adult learners;

2. Learners — who learns. In the GSmart project — adult
learners  educated on the cross-generational
collaboration in working life and/or everyday life
domains;

3. Content — what is taught, e.g., social competences to
develop the meta-competence of cross-generational
collaboration.

4. Methods and activities — how to learn, e.g., following
innovative transmedia-blend approach — activating
methods of teaching and learning;

5. Space, time, and infrastructure — learners learn where,

when, and using what, e.g., digital Technology, the
virtual space, and online [16].

Level of results — definition of: what is the result of the
learning process that has been designed and carried
out.

The stage of model implementation: 3

The third stage of the CGC Model implementation is
to achieve the expected result of the educational process
(Fig. 1. EdR3). This is done through teaching and learning
processes as well as the analysis of the results of the
verification (testing) and the use of updated information.
The result is a learning environment that includes a range
of processes that foster the development of a new culture
for cross-generational collaboration. This new kind of
culture can be cultivated in two domains: (1) Working
life — present and future needs, and (2) Everyday life —
social responsibility: making a better world.

In the GSmart project, this scope constitutes elements
of educational processes:

Social competences factors defined at the first stage of
the implementation of the CGC Model — in the area of
social competences;

Digital technologies and innovative pedagogy defined
at the first stage of implementation — in the area of
transmedia solutions;

Activating teaching and learning methods, i.e.,
innovative transmedia-blend approach. It comprises three
main elements:

1. Hybrid activities — ICT-compound: online and face-to-
face.

2. Workshops for the project's target groups with the
know-how on the cross-generational collaboration
education — by activating methods.

Social Learning.
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Integrating the components mentioned above within
the CGC Model aims to achieve an innovative educational
framework for cross-generational collaboration. It can
constitute the theoretical and methodological basis for the
a course created in the GSmart project for the sake of the
project's targeted groups.

The methods that deal with the CGC Model are
strongly connected with the research. It's main aim is to
prepare the best educational offer for the project’s targeted
groups to enable them their work on cross-generational
collaboration.

The primary desk research was conducted during the
processes of the GSmart project proposal elaboration.
It included analyzing such sources as books, articles, and
reports. Thus, it was a kind of state-of-the-art analysis. We
concluded that a consistent and reliable update on the
cross-generational  collaboration  issue is  highly
recommended.

Therefore, the actual project's research collects and
analyzes statistical information and notions of the
empirical kind. It features the so-called triangulation [17].
Statistics and Social Sciences refer to the analysis of both
quantitative and qualitative data to obtain more accurate
research results.

As omne trinum perfectum, the research is divided into
three parts:

Part 1: Cross-generational collaboration in the social
environment. Eurostat data are used to embrace the notion
of cross-generational collaboration. It is supposed to be a
big picture of the issue in question in the partner countries.
It is quantitative desk research that characterizes the
population and labor market situation in the GSmart
partner countries. It features the state and structure of the
population by sex, age groups, the population aged 65+,
the old-age dependency ratio and population projections to
2030, as well as the labor force participation rate by sex,
age 15-64, education level, the employment rate for the 15-
64 age group by sex and education level, and statistics on
the unemployment rate for the 15-74 age group by sex and
education level.

The statistics were obtained from Eurostat, and the
available information (as of February 24, 2021) covers the
periods from 2018 to 2020 (as of January 1), while the
Labour Force Survey (LFS) covers the 3rd quarter of 2019
and 2020.

Part 2: Cross-generational collaboration in working life
Working life indicates connections with professional
activities. The GSmart research takes the perspective of
entrepreneurs and managers of different ages [18]. The
qualitative research assumes a selection of the research
group. Participants should originate from the working life
environment, i.e., entrepreneurs and managers of different
ages and groups in companies, institutions, associations,
and foundations. The research group should consist of not
less than 30 representatives in each partner country. Here,
we intend to embrace the difficulties in cross-generational
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collaboration and ways of dealing with it. This part of the
research is directed to managers of companies, institutions,
and associations or foundations. The research is conducted
by an online survey.

Part 3: Cross-generational collaboration in everyday life.
Everyday life designates natural and ordinary world
activities. It is experienced and treated as a foundation for
all forms of standardized and targeted actions. The GSmart
research takes the perspective of seniors [19]. The
qualitative research is also conducted by an online survey.
It aims to describe the cross-generational collaboration in
everyday life from the perspective of seniors who originate
from the selected Third Age Universities (TAU) in partner
countries. The research assumes a selection of the research
group. The research group consists of not less than 30
seniors — TAU(s) participants from each country.

As stated in the introduction, the research team is in the
process of research implementation. It started in January
2021 and is about to finish in July the same year. A
complete discussion will be possible once a report with the
research outcomes is published on the project's web page.
However, it has already been possible to present the outset
summary of the first part of the research. It is the
following:

RESULTS AND DISCUSSION

In 2020, compared to the same period in 2018,
population growth was recorded in all partner countries
except Poland. Populations in partner countries are
predominantly male, except for Turkey where there is a
higher percentage of women 50.2% (Fig. 2).

50,7
51,0
50,3
49,7
51,6
49,8
50,2

Germany Spain Netherlands Poland Turkey

Men ®=Women

Fig. 2. January 2020 — percentage of men and women in partner countries
(data in %)

In 2020, one in three people in the partner country
populations were aged 25-49. In the age group 50-64, there
was one in four German, one in five Spanish, Dutch and
Polish citizens, and one in seven Turkish citizens. Every
seventh citizen of Spain and Poland was aged 65-79, every
eighth citizen of Germany and the Netherlands, and every
fourteenth citizen of Turkey (7.3%). One in five citizens
of Germany, Spain, the Netherlands, Poland, and one in
eleven of Turkey were aged 65 or older. Every third citizen
of Turkey was aged 0-24 (every sixth citizen aged 15-24),
every fourth citizen of Germany, Spain, the Netherlands,
and Poland (every tenth citizen aged 15-64 and every
eighth citizen of the Netherlands).
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In 2020, compared to the same period in 2018,
populations in the partner states were experiencing an
increase in the percentage of people aged 65 and older.

The old-age dependency ratio increases in all partner
countries, with the highest value in 2020 in Germany at
33.7% and the lowest in Turkey at 13.4%.

In the forecast to 2030 for the European partner
countries (no Eurostat data for Turkey), only Poland is
projected to decrease population. The most significant
population increase is projected for the Netherlands and
the smallest for Germany.

In 2020, the highest labor force participation rate
among partner countries was recorded in the Netherlands
at 81.1% and the lowest in Turkey at 56.3%. The labor
force participation rate was highest among people with
tertiary education regardless of the partner country and
ranged from 77.7% in Turkey to 90.4% in the Netherlands.
It had the lowest values among people with less than
primary, primary, and lower secondary education from
27.1% in Poland to 65.0% in the Netherlands. In 2020,
compared to the same period in 2019, the labor force
participation rate fell in Germany (-0.2 pp, i.e., percentage
point), Spain (-1.2 pp) and Turkey (- 3.2 pp), in the
Netherlands, it remained at the same level, and in Poland,
it increased by 0.3 pp.

The employment rate in the partner countries in 2020
was the highest in the Netherlands, 77.6%, the lowest in
Turkey, 48.8%, and the highest among people with higher
education regardless of the partner country, from 66.8%
Turkey to 88.2% in Poland. The lowest value of this
indicator was among those with less than primary,
primary, and lower secondary education, from 42.5% in
Turkey to 59.8% in the Netherlands. The employment rate
in 2020 compared to the same period in 2019 decreased in
almost all partner countries except Poland, where an
increase of 0.1 pp was recorded. Its largest decrease was
observed in Spain by 2.7 pp.

According to the LFS (LSF), the unemployment rate in
the third quarter of 2020 was highest in Spain and Turkey
at 16.3% and 13.2%, respectively, and lowest in Poland at
3.3%. Compared to the same period in 2019, the
unemployment rate decreased only in Turkey by 0.8 pp
and increased in Spain by 2.4 pp.

IVV. CONCLUSIONS

A new post-pandemic reality will probably shed yet
new light on the processes of cross-generational
collaboration. Both the CGC Model described in this
paper, and the research can become a decent reference for
the parties that need to embrace the issue in question.
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Abstract - The goal of this article is to solve problems of
automated monitoring systems of industrial and aviation
constructions. Based on the latest research results, the most
cost-effective solutions are covered, and a practical solution
is offered. This article is part of the scientific project
“Development of an integrated sensor system for material
and structure monitoring”. The article describes the problem
and suggests a practical solution for an integrated sensor
system for material and structure monitoring prototype.

Keywords - Non-destructive testing, integrated monitoring,
piezoelectric sensor, impedance.

I. INTRODUCTION

Monitoring of constructions is made “all the time”, that is to
say - any interval deemed necessary; from the point of view of
statistics - when the variable “chance the construction would
crash” meets the variable “this much money can be spent on
inspection”. So, some faults could still occur. Manufacturing
plants stop, trains break and even derail, bridges crumble and
collapse, aircrafts fail and even crash. To make such occurrences
less often and less severe, automated monitoring systems should
be introduced. Systems that would really be able to monitor all
the time - constantly and without any intervals; this would let us
know when the first sign of a budding problem occurs instead of
how it has to be done immediately - the best that can be done
with manual maintenance at intervals - if luck allows it, to find
actual problems that have already appeared or even clustered
together, forming a bigger problem [1],[2],[4]-[6] Inventing and
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introducing such systems always come with certain limitations.
Firstly - the system should be safe, secondly - the monitoring
system should cost considerably less than the object it will be
monitoring. This article will evaluate methods that can be used
to monitor the state of constructions and the base elements, the
sensory elements used for these methods, and offer a practical
solution. The project objective is expected to develop a new
technology which is mainly based on the reference-free principle
of assessment of the monitoring results. A prerequisite for the
successful solution of this problem is the results of recent original
studies concerning the structure/sensor loading effects on the
interaction of ultrasonic waves with structural defects.

Il. FULL ELECTROMECHANICAL IMPEDANCE METHOD

A rather new method is the electromechanical impedance or
full resistance (impedance) (EMI) method. The method entails
scanning the sample with sound waves in a specific frequency
range and the sensors then read the signature of the sample. If the
state of the sample changes, so does the signature. This method
is not particularly widespread. The tools to use the EMI method
for now are comparatively expensive and to actually use it an
extensive knowledge base is needed regarding the signature of
material, as the signature is affected by various conditions, such
as load, microfractures and also ambient sound; if the material
can soak up humidity, the humidity level will also affect the
signature. Lately, more acceptable solutions can already be found
on the market both in terms of the price of the equipment and
availability of databases. The databases are based on research
performed with those devices and have data such as, for example,
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the suggested frequency range for concrete construction
depending on the depth of the scan required [8].

I1l. NDT SOLUTION

The most commonly used simple EMI system is based on an
impedance converter, see Fig. 1, as the AD5933 1 MSPS, a 12-
Bit converter and its evaluation hardware EVAL-AD5933EBZ.
The pros of this system are its comparatively low price, industrial
temperature range of -40 °C to +125 °C; 2.7 V to 5.5 V power
supply operation and the serial 12C interface, which allows the
elements not only be linked to a computer system, but also
microcontroller systems, thus making the whole system
configuration and system costs more flexible [7].
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Fig. 1 Impedance Converter (upper image) and (lower image)
impedance (Q) depending on frequency (Hz) output graph.

Such microchips are mostly intended for medical or
network uses, so they are not ideal for use in construction
monitoring. But, if the automated monitoring systems
based on this method were to become more
commonplace, then the specialized systems should also
become more available. During the research (Venu Gopal
Madhav Annamdas, Yaowen Yang, Chee Kiong
Soh,2010) [8], testing of concrete constructions was
commenced using an Embedded PZT Sensor; the
research confirmed that 100 kHz frequency was optimal
for the tests on the concrete and the maximum
measurement range was 200 mm. Since the chip can
measure only the resistance, but not the capacitance or
inductance, it is therefore necessary to take into account
the expected circuit diagram of the PZT model. This
model can be formed from resistors, capacitors and
inductors using appropriate equations (1), (3), (2).
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To improve accuracy based on the manufacturer's
recommendations, the following equations (4) can be used to
obtain more accurate impedance Z measurement results.

Z=MxXxC
_ (ZMAX _ZMIN 4)
(XMAX _XMIN)

C :ZMIN _(M _XMIN)

Where:

Zyax is the real maximum impedance.

Zyn is the real minimum impedance.

Xwmax is the maximum measured impedance.
Xwmin is the minimum measured impedance.

IV. SMALL SINGLE-BOARD COMPUTERS AND PROTOTYPE

Various applicable elements where revised and each had its
strong and weak points. Among them, the following
minicomputers where found to be the most optimal - see below.

With the creation of a popular company, the Raspberry Pi
Zero W minicomputer can work with various available operating
systems as well as a self-made one. They are promoted as a $5
device, although it costs $25 to acquire one. The leading
advantage of this solution is its small size; it has Bluetooth 4.0
and is wireless network compatible. It consumes 100-350 mA on
average, which can be considered as very efficient. Logic works
with 3.3V, which allows for a wide variety of auxiliary modules
and elements that can be used in conjunction. A somewhat
similar creation of another company - the Orange Pi Zero Plus -
an upgraded version of the Orange Pi Zero, has no power over
ethernet (POE), making it a less attractive option for the
prototype. The latest generation Raspberry Pi 4 is a reliable
solution all-round, but its power consumption is higher than the
others, as it has integrated a powerful video graphic module,
which is a completely useless element in the project, just like its
support of USB 3.0, as sufficient LTE can be ensured via USB
2.0. A study of LTE problems is discussed in the article [9]. As a
result, for this project at this phase of research, the less known
Orange Pi zero is more viable. An additional downside of this
module can also be noted, which is that the components are not
the latest generation and as it is not a large company, the technical
support is subpar. Even though the Orange Pi zero by default can
support POE (though is not preinstalled), it only provides up to
5V max. for it. It is obviously insufficient for long range
communications. The majority of POE injectors have 24V or
more as their operating voltage. Studying the schematic allowed
one to make the conclusion that it is possible to modify the board
to provide higher POE values.
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Fig. 2. Power over Ethernet (POE) of the Orange Pi zero.

Explanation of the required modifications to increase POE
voltage: According to the schematic, both POE+ and POE- pins
are connected to the GND through 750€ resistors (R136 and
R135 in Fig. 2). In the case that higher voltage would to be
provided to this junction, it would lead to either or even all of the
following: burning out of the resistors; burning of the electrical
pathways of the circuit board; or power supply malfunction.
Since higher voltage is a must, these resistors will need to be
removed.
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Fig. 3. Power shunt Resistors R29 and R358.

By default, the circuit board does not have resistors R29 and
R358 installed, and their sockets are empty. To achieve POE with
the required voltage, the R358 socket needs to be short circuited,
but in the R29 socket a voltage decreasing regulator to 5V is to
be installed to safely power the board itself.

Now the Orange Pi zero is primed to be linked with elements
with a lot higher voltage level.

Using the modules described above, a prototype of the
system was created (see Fig. 4), which consists of the following
parts: Orange Pi zero module.

1. POE voltage decreasing regulator 6-45V to
5V BA;
2. Power distribution bord with 5V 3.3V and

12C connectors;

Impedances measuring module 12C;
UART keyboard,;

Temperature and humidity sensors. 12C.
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Fig. 4. Orange Pi zero with modified power supply and installed
distribution connections for the measurement of impedance.

Another very promising one is a Linux based minicomputer-
the “Onion Omega2+ Linux Compute Module”. It is priced just
over $ 10 with built-in Wi-Fi. It is offered as an independent
daughter board, the power can be supplied via independent
transformer/power supply connection or a separate RJ45 (POE),
which is preferable for intended use. The size of the module
measures 34x20x2.8mm or 42.9x26.4x9.9 mm (see Fig. 5)
depending on the modification. Powered with 3.3V the
minicomputer consumes 400 to 800 mA. Following, if one 3.7V
Li-ion 18650 mA battery would be used, the board could work
for 6-9 hours continuously.

Comparing the relevant properties, the Onion Omega family
products are preferred over Orange Pi zero. Since both Onion and
Orange microcomputers are Linux based, switching from one to
the other is viable.

Fig. 5. Onion Omega2+ Linux Compute Module

CONCLUSION

The objective of the project is to develop a new technology
that utilizes a reference-free principle of assessment of the
monitoring results. Though the Orange Pi solution requires some
manual modification to adjust it to the POE requirements, this
modification also provides the system with flexibility not found
in the default configuration of any other stock computing
solution due to ability to provide higher or lower POE voltages,
while the Onion Omega has RJ45 by default, allowing easier
installation, though provide only default voltage values. The
modified computing system has numerous applications when
used in conjunction with wired, wireless and even LTE
communications. The results and, as a proxy, the price, of any
method used, will highly depend on how well-placed sensory
elements and modules are and how effective they work together.
According to the project plan, practical experiments are still
scheduled for a later date. The experiments will allow to further
test the method and to better optimize it for future applications,
such as in the field of aviation and industrial objects and fields.
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Abstract - Modern cloud-based information technology
(IT) infrastructure monitoring context and data are gathered
from various systems. Typical monitoring systems provide a
set of metrics characterizing the performance and health of
a variety of infrastructure components. To understand the
dependencies and relations among these measurements, the
infrastructure topology can be analysed to provide context to
the monitoring metrics. However, the metrics and the
topology are updated at different time intervals and
providing continuous merging and analysis of both data sets
is a challenging task which is rarely addressed in the
scientific literature. The paper elaborates a method for
integration of infrastructure topology graph and monitoring
metric data streams. The method is intended for application
in the identification of anomalies in IT infrastructure.

Keywords - infrastructure monitoring, infrastructure
topology, stream processing, evolving graphs

. INTRODUCTION

Modern information technology infrastructure is highly
complex, and it consists of several subsystems such as
software defined and physical network, software defined
and traditional storage systems, physical servers,
hypervisors, container orchestration platforms, and cloud
computing platforms. Each of the infrastructure
subsystems have a corresponding topology graph of
infrastructure components with their corresponding
metadata (e.g., allocated RAM for a certain virtual machine
or characteristics of drives used in a storage system) and
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Ralfs Matisons
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rapidly changing metrics of infrastructure components
(e.g., input/output operations per second for a logical or
physical drive). A typical large IT infrastructure generates
millions of events per day at rates of about 100 events per
second [1] and an averaged sized cloud has around 1000
tenants and 100,000 users) [2].

To monitor the entire IT infrastructure as a whole while
taking into consideration the interrelationships of certain
IT infrastructure components from different subsystems,
all topology graphs and component level metrics and their
corresponding time series data should be merged and
analysed. Such analysis is a computationally and
algorithmically complex task since massive amounts of
data with different update intervals and data models need
to be processed while minimizing the latency. Moreover,
upon identifying a certain anomaly, the respective IT
infrastructure components such as virtual machines or
containers might have already been disposed and therefore
removed from the infrastructure topology graph, which is
why versioning of the topology graph is required for
incident traceability purposes.

The objective of this article is to propose a method for
providing infrastructure topology graph versioning and
topology aware analysis of infrastructure component
metrics.

The paper is structured as follows. Section Il presents a
method for providing topology aware processing of
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infrastructure component time series data and topology
graph versioning. Section 111 proves the applicability of the
proposed solution by presenting a practical implementation
of the method in Apache Spark, Kafka, Cassandra, and
Neo4j. Section 1V reviews related research and Section V
concludes with final remarks.

Il. METHOD OVERVIEW

This section presents a method for integrating evolving
IT infrastructure topology graphs and IT infrastructure
component related time series data. A high-level overview
of the proposed approach is given in Fig. 1.

time series
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Fig. 1. Overview of the proposed method.

The given example considers three subsystems of IT
infrastructure — a hypervisor, storage, and network. Each
of them contains an associated topology graph which can
be retrieved via API calls specific to the concrete
subsystem. Such calls are computationally intensive and
put a significant load on the respective subsystem, which is
why their frequency needs to be limited depending on the
performance characteristics of the specific subsystem.
Furthermore, topology graphs can evolve in varying speeds
depending on the type of subsystem. For instance, a
topology graph corresponding to traditional storage
equipment would experience significantly less updates
compared to a graph originating from a container
orchestration platform such as Kubernetes, where
containers are initialized and disposed without any manual
intervention. Our experience shows that the full topology
graph retrieved from the respective subsystem contains a
large number of vertices and edges, which are irrelevant for
IT infrastructure monitoring purposes.

There are also time series data originating from the
subsystems characterized by high velocity, volume and
different schema. It is important that elements whose
properties are constantly being measured in the time series
data can be linked to certain nodes or edges in the
infrastructure topology.
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Topology and time series data need to be collected from
the respective subsystems, what is done by the data
collection component (depicted as connection #1 in Fig. 1).
The following approaches can be applied for this purpose:

e Data pull — data collection component constantly
queries the respective subsystem to get the time
series data or topology graph. This approach is
inefficient in terms of performance since
subsystems are queried even if no changes have
occurred. The advantage of this approach is relying
on already existing APIs or log file structure and
avoiding customization of infrastructure subsystem
management.

e Data push — component of the subsystem or its
management layer is customized to send the data to
the data collection component upon receival of new
data. This allows to distribute the load between the
components (such as virtual machines) and achieve
higher velocity of the data. It is complex to
implement data push in the case of topology graph
monitoring, since it would require extending the
management layer of the respective subsystem.

e Reverse proxy — this strategy can be applied for
continuous versioning of the topology graph
without making any changes in the management
layer and avoiding putting any additional
computational load on the respective subsystem.
This can be applied for subsystems where changes
in the topology graph are made through a
management web service. For instance, virtual
machines are built through the web portal of the
cloud computing platform, which in turn calls a
management REST web service to trigger the
creation of a new virtual machine, thus triggering
an update in the topology graph. Putting a reverse
proxy in front of the REST web service would
allow to detect such events and alter the topology
graph without directly querying the management
layer of the subsystem. This approach can be used
for detecting incremental graph updates; however,
it would still be necessary to use APIs for
establishing the initial state of the topology graph.

The data collection component feeds time series data
into the Distributed event streaming platform (depicted as
connection #2 in Fig. 1), filters out unnecessary topology
graph data, and stores topology graph updates inside a
graph database as a combined data centre level topology
graph (depicted as connection #3 in Fig. 1). Separate topics
are created in the Distributed event streaming platform for
each topology component related metric (e.g., a dedicated
topic for drive input/output operations per second).
Component identifiers form the message key, while
measurements are stored in the value section. It is advisable
to use event time in the event message.

The distributed analysis platform provides processing
of both topology graphs and time series data. It is done
based on predefined analysis rules, which regulate:
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e graph topology processing for retrieving subgraphs
specific to the concrete analysis rule (e.g., all virtual
machines and their corresponding hypervisors),

e time series data processing while linking certain
infrastructure components based on the topology
subgraph (e.g., link misbehaving virtual machine
with a connected overloaded logical drive, and its
physical drives).

Graph topology processing functionality of each
infrastructure analysis rule includes the following:

e Graph query — a query to get the rule-related
subgraphs from the graph database (depicted as
connection #5 in Fig. 1)

e Graph hash calculation — a function for calculating
a hash of a subgraph. This is used for detecting any
structural changes in the graph.

e Getagraph ID - a function for calculating a unique
identifier for each subgraph. Changed subgraph
hash for a particular graph ID indicates structural
changes in the specific subgraph.

e Graph serialization — a function of serializing the
graph and storing it in the temporal database as a
revision of the graph.

Graph topology processing is performed by the Distributed
analysis platform and the serialized subgraph revisions,
their corresponding hashes, IDs, and timestamps are stored
in the Time series database (depicted as connection #7 in
Fig. 1).

Time series data analysis functionality of each
infrastructure analysis rule is concerned with the
following:

e Retrieval of time series data streams from the
relevant topics of the Distributed event streaming
platform (depicted as connection #4 in Fig. 1).

¢ Retrieval of the topology subgraph from the Time
series database.

o Deserialization of the time series data and topology
graph, merging of both data sets according to the
logic specified in the rule (e.g., calculation of
average disk writes within a single logical disk as
the average of all corresponding physical drives).

e Performing windowing operations and
aggregations,  storing  intermediate  stream
processing results in temporal topics of the
Distributed event streaming platform Experiments
(depicted as connection #8 in Fig. 1).

e Archiving time series data aggregations in the Time
series database for batch processing and later
analysis (depicted as connection #7 in Fig. 1).

e Passing information about the detected anomalies
as a data stream to a topic in the Distributed event
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processing platform (depicted as connection #8 in
Fig. 1).

A specific stream consumer is created for reacting upon the
detected anomalies and it is deployed in the adjustment
engine (depicted as connection #9 in Fig. 1).

Hierarchical rules can be created so that an
infrastructure rule operating on a higher level of abstraction
uses the anomaly feed provided by an infrastructure
analysis rule operating on a lower level of abstraction.

I1l. EXPERIMENTS

To prove the applicability of the proposed approach, a
prototype containing a single infrastructure analysis rule is
implemented.

Neodj is used as the graph database to store the joint
topology of a storage subsystem (IBM Storwize) and
virtualization subsystem (Vmware vCenter). Apache
Kafka is used as the Distributed event processing platform.
For experiment purposes, the time series data is
accumulated in CSV files and a data simulator class is
implemented in Python programming language to provide
a controlled environment with expectable results and to
simulate anomalies according to a predefined experiment
plan. Apache Cassandra is used as the Time series
database, while Apache Spark serves the purpose of
Distributed analysis platform.

The sample infrastructure analysis rule considers
identifying anomalies in a physical drive belonging to a
common logical drive. This is based on the assumption that
the storage subsystem manages to distribute load efficiency
between the physical drives forming a logical drive,
therefore a notable difference in physical drive
performance metrics could be seen as an indication of a
faulty drive or an anomaly. The list of monitored metrics,
each of which are being streamed to a separate Kafka Topic
are given in Table I.

TABLE I. Physical drive metrics

Disk drive metrics

Acronym Description

Indicates the peak of read
external response in
milliseconds for each MDisk
Indicates the peak of read
queued response in
milliseconds for each drive.
Indicates the peak of write
external response in
milliseconds for each drive.
Indicates the peak of write
queued response in
milliseconds for each drive
Indicates the cumulative read
external response in
milliseconds for each drive.
Indicates the cumulative read
queued response in
milliseconds for each drive

1. driveStats.mdsk.pre

2. driveStats.mdsk.pro

3. driveStats.mdsk.pwe

4. driveStats.mdsk.pwo

5. driveStats.mdsk.re

6. driveStats.mdsk.rq
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Fig. 2 shows the average driveStats.mdsk.pre
value within a logical drive, anomaly margins calculated as
three standard deviations away from the average value, and
individual values for two included physical drives, one of
which is an anomaly. It can be observed that drive with
identifier driveStats_124 behaves normally, while
the drive with identifier driveStats 26 is
experiencing potentially abnormal behaviour.

L — Y R

Fig. 2. Anomaly for a physical drive.

The implementation of the graph topology processing
logic for the mentioned rule is given bellow.

from hashlib import md5

from typing import Type

from ..abstract _rule.AbstractGraphJob import
AbstractGraphJob

from .CassandraModel import DiskAnomalies

class GraphJob(AbstractGraphJob):
cassandra_model: = None
ruleName = "disk anomalies"

def init__(self, **kwargs):
self.cassandraModel = DiskAnomalies
self.graphQuery = """Match (drive:
storwize_drive)-[:RELATED]
(mdisk:storwize_mdisk) return
mdisk.metricTopold,
collect(drive.metricTopold)
AbstractGraphJob. init_ (self, **kwargs)
def getSubgraphHash(self, subgraph):
return md5("|". join(subgraph[1]).
encode("utf-8")).hexdigest()

def _getSubgraphld(self, subgraph):
return subgraph[0]

def _getSerializedGraph(self, subgraph):
return {"drives”: subgraph[1],
"mdisk”: subgraph[0]}

The provided name of the rule is used to create Apache
Cassandra tables for the current version of the topology
subgraphs and their previous revisions. The referenced
DiskAnomalies class further specifies the data model
used for serializing the topology subgraph, while the actual
serialization is  performed by the function
getSerializedGraph, which shows that the
serialized graph will have two attributes — drives (an array
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of the physical drives) and mdisk (the logical disk which
the physical drives belong to).

Fig. 3. Matched topology subgraphs for disk anomaly rule.

The graph query specified in graphQuery attribute
of the class finds all topology nodes which are tagged as
“storwize drive” (physical drive) and are connected to a
node tagged as “storwize mdisk” (logical disk). Tabular
representations of the matched subgraphs are returned,
where an identifier stored in the graph node attribute
metricTopold is returned for each matched node.
Visualization of matching subgraphs is given in Fig. 3,
while an excerpt from tabular representations of the
matched subgraphs is given in Fig. 4.

Fig. 4. Excerpt from tabular representation of topology subgraphs for
disk anomaly rule.

The graph ID is equal to the ID of the corresponding
mdisk (logical disk), while its hash is calculated as md5
encoded list formed by the identifiers of the included
physical drives. The AbstractGraphJob class that the
topology processing class of the disk anomaly rule extends
provides built-in functionality for storing serialized
subgraphs in Cassandra tables and creating new revisions
upon detected changes in the graph hash. An ER diagram
for two tables created to store serialized subgraphs is given
in Fig. 5.
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A disk_anomalies_revisions A disk_anomalies
Aec graph_id REC graph_id
9 time_to £ drives
) time_from aB¢ hash
£ drives a8t mdisk
AEC hash [ processed
ABC mdisk & time_from
) time_to

Fig. 5. ER diagram for the two created topology subraph tables.

The disk_anomalies table contains the current
versions of the existing subgraphs and their corresponding
information. Graph processing job tracks the time at which
the subgraph appeared first in the time_from column,
while the time_to column contains the last time the
specific graph was detected. Following is the pseudocode
of the algorithm for versioning of the subgraphs.

Update disk anomalies set processed = False
Select all matched subgraphs from Neo4j
For each returned subgraph do
IT graph_id does not exist in table
disk anomalies
Insert subgraph into disk anomalies
Else if graph_id exists in disk anomalies
IT subgraph hash matches stored hash
Update time_to to current time, set
processed = True
Else if subgraph hash has changed
Copy stored subgraph to revisions table
Update the subgraph in disk _anomalies
table, set processed = True
Select subgraph from disk_anomalies where
unprocessed = True
For each returned subgraph:
Copy stored subgraph to revisions table
Delete stored subgraph from disk anomalies

The time series data analysis is implemented as an
Apache Spark job and operates according to the following
logic:

o Create a Spark dataframe anomaly_margins
with drive metric corresponding anomaly margins.
It will be evaluation how many standard deviations
away is the average value of a drive metric from the
average value of the corresponding mdisk (logical
disk) metric. If the value is greater than the value
specified within the anomaly margin dataframe, it
will be considered an anomaly.

o Create a Spark dataframe drive_mdisks from
Cassandra disk_anomalies table.

e Create drive metric Spark data stream
drive_metrics from Kafka topics that
correspond to the physical drive metrics of interest.
The data stream contains unprocessed drive metrics
as received from the IBM Storwize subsystem.

e Update the drive_metrics data stream by
joining itwith drive_mdisks dataframe so that
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it now contains a corresponding mdisk 1D for each
drive.

e Create a new  Spark data  stream
drive_averages from the drive_metrics
stream by calculating an average value per drive
per metric within a 10 second tumbling window.

Save results to a new Kafka topic
da_drive_averages.
e Create a new  Spark data  stream

mdisk_averages from the drive_metrics
stream by calculating an average value and
standard deviation per logical disk, per metric
within a 10 second tumbling window. Save results
to a new Kafka topic da_mdisk_averages.

e Create two new Spark data streams based on the
Kafka topics da_mdisk averages and
da_drive_averages and join them into a new
data stream jJoined_df based on the time
window, metric name and logical disk, so that for
each average metric value of a physical drive there
is a corresponding average value of the logical disk
and its standard deviation.

e Join the joined_df with anomaly_margins
so that for each metric there is a corresponding
anomaly margin available as a new column
stdev_margin.

e Add a new column stdev diff to the
jJjoined_df which measures how many logical
disk standard deviations away is the physical drive
average metric value from logical disk’s average
value.

e Filter rows from  joined_df  where

stdev_diff>stdev_margin.

e Group by drive and time window, count the number
of rows per disk and collect the names of the
anomaly metrics inside a new column. Output the
results to a new Kafka topic disk_anomalies.

During the experiment, the IT infrastructure monitoring
process is simulated and anomalies are induced. An extract
from a Kafka console consumer connected to the
disk_anomal ies topic is given in Fig. 6. It can be seen
that an anomaly is detected for the physical drive ext-
virt3-storage driveStats 26 and a total of 6
anomalies was observed for the given drive. The names of
the corresponding metrics are given in the
anomaly_metrics array, while window_start and
window_end indicate the start and end of the aggregation
window.



Janis Kampars, et al. On Integration of Evolving Infrastructure Topology Graphs and Metric Data Streams in

{"drive_id":"ext-virt3-storage_driveStats_26",K "mdisk":
"ext-virt3-storage_managedDiskStats_48", "graph_id":"ex
t-virt3-storage_managedDiskStats_48"} {"window_
start":"2821-83-26T18:20:20.008+02:80" , "window_end" :"2
821-83-26T18:20:30.000+02:88", "counted_anomalies":6,"a
nomaly_metrics":["driveStats.mdsk.rqg","driveStats.mdsk
.pwe","driveStats.mdsk.pre", "driveStats.mdsk.re", "driv
eStats.mdsk.pwo", "driveStats.mdsk.pro”1}

Fig. 6. Detected physical drive anomalies.

IV. RELATED WORK

Two types of data can be considered when analysing IT
infrastructure for the purpose of detecting anomalies and
providing predictive maintenance — evolving infrastructure
graphs and time series data describing various IT
infrastructure components.  Existing research papers
mostly concentrate on one of the aspects — either topology
or time series data analysis. One of the few exceptions is
the paper by Kampars et al. [3] concentrating on both data
sets. The time series data are referenced as measurable
properties, while aggregations are called context elements.
The proposed solution lacks the ability to retrieve the
topology graph from a data source and it is constructed
manually. The system is based on Apache Kafka, Apache
Spark and Apache Cassandra. Topology related
information is stored in Cassandra and no dedicated graph
database is being used.

A. Topology based infrastructure analysis

An example of topology driven anomaly detection can
be found in the work by Niwa et al. [4], who present a
framework for identifying anomalies in software services
of OpenStack cloud computing platform. The framework
is implemented in Python and Neo4J is used as the graph
database for storing the topology graph.

Topology based root cause analysis of an IT
infrastructure failure is also addressed by Schoenfisch et al.
[5], who propose a Markov Logic Networks and abductive
reasoning based solution. The proposed system was
implemented in RoCA, a tool providing a graphical user
interface for modelling the infrastructure and conducting
the root cause analysis.

Majumdar et al. [2] perform IT infrastructure analysis
for security purposes and propose a solution that is able to
identify topology inconsistencies that might occur between
multiple subsystems of a cloud computing platform. The
proposed system gathers data from cloud management
systems, cloud infrastructure system, and data centre
infrastructure components. The data collection is
performed in batch mode.

The security threats caused by cloud platform
misconfiguration or insider attacks are addressed by
Bleikertz et al. [6]. The authors establish a security system,
which  proactively analyses the intended cloud
infrastructure configuration changes and risks associated
with them and then either approves or rejects them. The
graph is constantly updated whenever changes in
infrastructure configuration occur [7].

A construction of a cloud-based IT infrastructure
topology graph is addressed by Mensah et al. [8]. Logs
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from Cloud Management System and Software Defined
Network controller are scanned to detect events that alter
the infrastructure topology graph. The proposed system is
validated by using OpenStack cloud computing platform.

B. Time series based infrastructure analysis

Harper et al. [1] propose a method for detecting failures
of individual infrastructure elements based on the received
operational status data and alerts. The work concentrates
on detecting cascading infrastructure errors are without any
knowledge of the infrastructure topology.

Mijumbi et al. [9] propose a system for analysing
communication system alarms. The system is built using
Apache Kafka, MongoDB, and python data science tools
such as sklearn, pandas, numpy.

Anomaly detection and root cause analysis is also
addressed by Lin et al. (2016). The paper proposes a
method for virtualized cloud data centres and addresses the
scalability challenges by using Apache Spark.

Another clustering-based anomaly detection solution is
proposed by Cucinotta et al. [9] The authors perform
analysis of system-level metrics, mostly related to resource
consumption patterns of virtual machines by using self-
organizing maps (SOM) based approach.

V. CONCLUSION

The paper presents a method for performing IT
infrastructure analysis based on both metric time series
data and evolving IT infrastructure topology graph. The
applicability of the proposed approach is proven by
implementing a prototype aimed at identifying physical
drive anomalies in IT infrastructure and it is based on
Apache Spark, Kafka, Cassandra, Neo4J and Python
programming language.

The method allows combing topology data and time
series data for comprehensive analysis of anomalies in the
complex IT infrastructure. The analysis is performed in
real-time and extra computational load on the
infrastructure is minimized. The method also uses efficient
versioning to track changes in the dynamic topology.

Identification of anomalies depends on predefined
rules. These rules are derived by means of data analysis and
expert knowledge. In further research, a set of rules will be
derived, and the method will be evaluated to determine its
computational efficiency and anomalies detection power.
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Abstract - In this paper we consider the conservative
averaging method (CAM) with special spline approximation
for solving the non-stationary 3-D mass transfer problem.
The special hyperbolic type spline, which interpolates the
middle integral values of piece-wise smooth function is used.
With the help of these splines the initial-boundary value
problem (IBVP) of mathematical physics in 3-D domain with
respect to one coordinate is reduced to problems for system
of equations in 2-D domain. This procedure allows reduce
also the 2-D problem to a 1-D problem and thus the solution
of the approximated problem can be obtained analytically.
The accuracy of the approximated solution for the special 1-
D IBVP is compared with the exact solution of the studied
problem obtained with the Fourier series method. The
numerical solution is compared with the spline solution. The
above-mentioned method has extensive  physical
applications, related to mass and heat transfer problems in
3-D domains.

Keywords - conservative averaging method, 3-D mass transfer
problem, hyperbolic type splines, analytical solution

INTRODUCTION

The task of sufficient accuracy numerical simulation of
quickly solution 3-D problems for mathematical physics
is important in known areas of the applied sciences, for
example, the calculation of the metal concentration in peat
blocks. The metals distribution in peat layer’s blocks have
been modelled in [3], [4].

A.Buikis had considered the conservative averaging
method (CAM) with the integral parabolic type splines for
mathematical simulation of the mass transfer processes in
multilayered underground systems [1].

The conservative averaging method has been applied also
in a technical sphere, modelling the heat distribution in the
3-D area of the automotive fuse [5]. Cylindrical
mathematical model of automotive fuse due to
characterize the heat-up process in the fuse is described by
partial differential equations of the transient heat
conduction. CAM with integral parabolic type splines has
been used to get the approximated solution of studied
problem with analytical formulas [6].

In the present paper CAM using the special hyperbolic
type splines is developed. With the help of these splines
the IBVP in 3-D domain with respect to one coordinate is
reduced to 2-D and 1-D problems. These splines in every
direction of averaging contain parameters, where being
based on CAM it can be chosen so that the error of the
solution is decreasing.

The accuracy of the approximated solution for the special
1-D problem is compared with the exact solution of the
studied problem obtained by the Fourier series method.
The best values of the parameters (for minimizing the
error of the solution) can be obtained with the different
orientation of the averaging method, that is, applying the
averaging method inthe x and Yy directions respectively.
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In the limit case when the hyperbolic type spline
parameters tend to zero we get the integral parabolic
spline, developed from A. Buikis [1].

MATERIALS AND METHODS

1. THE MATHEMATICAL MODEL
We will find the distribution of concentrations c(x, Y, z)
at the point (x,y,2) € Q and at the time t from the

following 3-D initial-boundary value mass transfer
problem for partial differential equation (PDE) (1):

E[Dxﬁ}i([)y@}i([)z a_cj &
OX ox) oy oy) oz oz ot
xe(OLy),ye(OLy)ze(0L,)te(Otys),
oc(0,y,z,t) oc(x,0,z,t) ac(x,y,0,t)
x o  a

oc(Ly,y,z,t
x%‘kax(c(l-x:y’znt)_cax)

oc(x,Ly,z,t
D, ( ayy )
oc(x,y,L,,t)
g 0z

0,

D

0, (O

+ay(c(x, Ly.z,t) —cay>= 0,

D +a,(c(x,y,L;,t)—Cy ) =0,

c(x,y,2,0) =c0(x,y,2),

where D,,Dy,D, are the constant heat diffusion
coefficients, ay,ay,a, are the constant mass transfer

coefficients in
Caz,Cay,Cax are

the 3 kind boundary conditions,
the given concentration on the

boundaries, t is the final time, cO(x,y,z) is the given
initial concentration.

2. THE CAM WITH THE HYPERBOLIC TYPE INTEGRAL
SPLINE APPROXIMATION IN Z-DIRECTION FOR THE 3-D
PROBLEM

For solving IBVP (1) for every t>0 using CAM we
consider the following hyperbolic type spline
approximation with respect to z -direction

C(X, Y, Z’t) = CZ(X! y!t) +m, (X, y’t) fZl +eZ(X! yvt) f 72
with the following two fixed hyperbolic functions
f,1. ;o and parameter a, :

_ 0.5L,sinh(a, (z - 0.5L,))

f = H
a sinh(0.5a,L,)
. cosh(a, (z—0.5L,)) - Ay,
22 8sinh2(0.25a,L,)
o o S(05a,L,) |

0.5a,L,

(. = (L) ) ex, y. 2.z

value, a, >0 is the initial parameter (unknown). It can be

is the averaged
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seen if parameter a, tends to zero then in the limit case

we get the integral parabolic spline from A. Buikis [1].
The unknown functions m,,e, are determined from

boundary conditions of (1) byz=0,z=1L,:
d,m, -k,e, =0, m, = p,e,, p, =k, /d;,
d, =0.5a,L, coth(0.5a,L;,) , k, =0.25a, coth(0.25a,L,)

D,(d,m, +k,e,)+a,(c, +0.5m,L;, +e,b, —c,,) =0
cosh(0.5a,L,) — Ay,

8sinh?(0.25a,L,)
Therefore e, =(cy;, —C,)/ 95,

g, =b, +0.5p,L, +(2k,D;)/ ;.

Now the initial-boundary value 2-D problem is in
following form (2):

0 oc 0 ac oc
_[DX_J"‘_ Dy — +agz(caz_cz):_zl
OX ox) oy oy ot

xe(0,Ly),ye (O,Ly), te(0,t5),
oc,(0,y,t)  oc,(x0,t)
x oy

oc,(Ly,y,t
Dx%‘kax(cz(l-wyvt)_cax):0’

D, 8cz(>;,yLy,t)
c(x,y,0) =0, (x,y),
where agz =(2D,k,)/L,q;,

c0,(x,y) = (LZ)‘ljoLZ cO(x,y,z)dz .

where b, =

01

+ay(cz(x, Ly,t) —cay): 0,

3. THE CAM FOR CORRESPONDING SPECIAL 1-D INITIAL-
BOUNDARY VALUE PROBLEM

For comparison, we consider the corresponding 1-D
problem with the following parameters

a, =1.79, Dy =D, =0, c = ¢(z,1),L, =L &, =oc~10",c0 =0,

D, =0.01,cyy =1t =200.

Then the analytical solution we can obtaine from the
following Fourier series [2]:

[y 4 (D
U(z,t)_caz[l ”Z

i=02i+1
7€(0,L,),te(0t;), where 4 = ((2i +1)7)/(2L,)

exp(—DZﬂiZt) cos(4; z)}

For the avareged value Uv(t) = (LZ)_lj'OLZ U(z,t)dz

we have following series:

8 v 1 2
Uv(t)=c,,|1-— > . . ——exp(-D, A1) [t e (0,t¢).
) az{ 2 Z':OZi—i-l p(-D, 4 )j €(0,tf)
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From (2) we have following initial-value problem for
ODE:

ouz(t
agz (caz —uz(t))= ouz(t) )
ot
uz(0) =0,t € (0,ts),
where uz(t) =c,(t).
The averaged spline solution is in following form
uz(t) =cy; (1— exp(—agzt)) and
Us(z,t) =, (t) + m,(t) f1 +e, () f 2.
The numerical results with Matlab are obtained by ocx 20
in the uniform grid

Zny=m-h,,m=0,N,,h, =L, /N,

tk :k'ht,kZO,Nt,ht :tf /Nt’NZ = Nt :20
In the following figures (Fig.1.-Fig. 4.) there are
represented the solutions U (z,t),Us(z,t),Uv(z,t),
uz(t).

)

Fig. 2. Spline solution Us(z,t) .

1 3§ L0 e

o X # ¥ * uz(t)
+ Uv(t)

100
t
Fig. 3. Comparison the averaged solutions UZ(t) and Uv(t) .
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Fig. 4. Comparison the solutions U (0,t) and Us(0,t) .

4, THE CAM IN Y-DIRECTION FOR THE 2-D PROBLEM

Using averaged method with respect to y we apply

¢y (x,1) = (Ly)—leLy ¢, (% y,tydy .
For the following hyperbolic type spline approximation
c (X, y,t) =cy (X, t) + my(x,t) fy1 +ey (x,t) o,
we have
0.5Ly sinh(ay (y —0.5Ly))

yl - . y
sinh(0.5ayLy)
- cosh(ay (y—0.5Ly)) - Agy
y 8sinh?(0.25a,L)
sinh(0.5aLy)
where Agy =——————— and as the parameter we

O.SayLy

choose ay =ag,,/1/Dy .

Similarly, we determine the unknown functions m,,e,
from boundary conditionsby z=0,z=1L,

and ey =(Cay —Cy)/ 9y,
gy =by +0.5pyLy +(2kyDy)/ay,
my = pyey, py =ky/dy, dy =0.5a,Ly coth(0.5ayL),
ky =0.25a coth(0.25ayLy),
cosh(0.5a, Ly) — Agy
’ 8sinh?(0.25a,L,)

The initial-boundary value 1-D problem is in the
following form (4):
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o(p. %y, 2 2 ocy
&(Dx EJ"‘aOy(Cay —Cy)+ag;(cay —Cy) =

ac, (0,1)
y8—x:0’Dx + ey (L) =car =0

Cy(X,0) =coy(x),x e (0,Ly),t (O, t5),

acy (Ly. )
0

where agy =(2Dyky)/Lygy,

Coy ()= (Ly) [~ cap (X, y)ely

5. THE CAM IN X-DIRECTION FOR THE 1-D PROBLEM
It is possible proceed an averaging also in X - direction

¢ () = (L)L jOL* ¢y (x,t)dx.

For the following hyperbolic type spline approximation
Cy (X,t) = Cx (1) + my (1) Fyg +ex (1) f 52

we have

_ 0.5L,sinh(a, (x—0.5L))

f H
x1 sinh(0.5a,L,)

¢ _ cosh(ay (x—0.5Ly)) — Ay
x2 8sinh2(0.25a, L, )

where Ag, _ sinh(0.5a,Ly)

0.5a, L

and as the parameter we choose a, = 1l(agz + agy) /Dy .

Similarly, we determine the unknown functions m,,e,
from boundary conditions by x =0,x = L,

and ey = (Cax —Cx)/ 9x.

Oy =by +0.5p, Ly + (2kyDy )/ ay, My = pyey,

px =k /dy, dy =0.5a,L, coth(0.5a,L,),

cosh(0.5a, Ly ) — Agx

k. =0.25a, coth(0.25a,L,), by =
" " ¥ gsinh?(0.25a,Ly)
From the problem (4) follows the initial problem of
linear ODEs

aCgt(t) _ agy (Cay —cy (1) + agz (Caz —Cx (1)) +

a8y (Cax — Cx (1)) =0, ¢y (0) = Coy, t€ (0,t),

L
where cpy = (LX)_lj‘0 * Cox (X)dX.

The solution of this problem can be obtained with the
classical methods.

For cg =0 we have, c,(t) = (Ay/Bg)(L—exp(-Bot)),

where Ay = aéycay + aézcalZ + agxcax ,
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By = agy + agz + agx . In the stationary case we have

cy =Ay/Bg.

For fixed t =t follows:

Cy(X,tg) =Cx(ts)+my(ts) fyg +ex(ts) fxo,

ex(ts) =(Cax —Cx(ts))/ 9x,

rnx(tf ) = pxex(tf ),

C, (X y,tg) =cy(Xte) +my(xts) fyg +ey(xte) fyo

ey(X,ty) =(Cay —Cy(X:tg))/ gy,

my (X,tf) = pyey(xts),

c(% y.0,tg) =c (% Y.ty )+ my (X, y,tg) fn + e, (X, Y, te) o

e, (X, y,ts) =(Ca —C2 (X, ¥, 1))/ 95,

m, (X, Y,ts) = P, (X, y,ts) .

Taking into account, x =0,y =0,z =0, we get the

following formulas:

Cy (0,) = Cy (1) + My (1) fiyg +ex (1) Fx2,

ex(t) = (Cax _Cx(t))/gx ) mx(t) = Pxx ®,

c,(0,0,t) =cy (0,t) +my (0,1) fyy +ey (0,1) fy,

ey(0,t) = (cay —cy(0,1)) /gy, my(0,t) = pyey(0,t),

¢(0,0,0,t) =¢c,(0,0,t) + m,(0,0,t) f,; +€,(0,0,t) f,5,

€; (0,0,t) = (Caz —C; (0,0,t))/gz » My (0,0,t) = Pz€; (0,0,t)
RESULTS AND DISCUSSION

We use uniform grid in the space
(N +1)x(M +1) x (K +1)):

{(XjIYi’Zk)IYi =(i—-Dhy,xj = (j-Dhy, z¢ = (k-D)h,
i=IM+1, j=LN+Lk =1K+1,
M-hy =Ly,N-h=L,,K-h, =L,.

For the time t €[0,t;] we use the moments

tn :I’lr,n=0,Nt y T'Nt :tf .
The numerical results are obtained for

Dy =D, =310"%D, =107, L, =3, =L, =1,

oy =ay =ay —oc~10", M =N =K =N, =20,

For determining the parameter a, in the stationary case

we do the iteration process with applying also the CAM
first in y-direction and then in z-direction.

In y-direction we have

c(x,y,2) =cy(x,2)+my(x,2) fyy +ey(x,2) fyo where

cy(x,2) = (Ly)‘lj‘ol'y c(x, y,z)dy is the averaged value and

ay =ao; /1/Dy is the previous value. In z-directon

Cy(X,2) =, (X)+m,(X) fn +e,(X) f ;2 where
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_1¢k, .
c,(x) =(L;) 1I0 cy(x,z)dz and a, =agy41/D, is the
new value for parameter a, . We can obtain quickly
conversion iteration process (with 5 iteration) for
obtaining the parameters a,,a,,a, With initial value

a, =1 We have the stationary solution with

r=1t; =200 and with the maximal error 1074 . The

maximal error between the 1-D exact problem and the
spline solutions is 0.01334. The results of averaged
solutions for t; =200 and depending on x and t we

can see in (Fig. 5., Fig. 6.)

3.5
3,
X 25 "
>
o
#*
2r L
***************
15" ‘ .
0 1 2 3
X
Fig. 5. The averaged solution Cy (X,tf ).
2
B
S 1.5 For kR KRR R R R R R R b K
% * *
= ¥
=
pa S |
= « 0.0
< o5} * ¢(0,0,0.t)
2 *
0" : : :
0] 50 100 150 200
t

Fig. 6. The averaged solutions C, (0,0,t) and ¢(0,0,0,t) .
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CONCLUSIONS

In the present paper the conservative averaging
method with special spline approximation is applied
for solving the3-D non-stationary initial-boundary
value (IBV) mass transfer problem.

This problem is reduced to 2-D and 1-D IBV problems
using the integral hyperbolic type splines with fixed
parameters.

Different orientation of the averaging allows you to
determine the parameters of the spline function in such
a way that the calculation error is minimal.

The solution of the special non-stationary 1-D IBV
problem is obtained numerically using Fourier series
method. This numerical solution is compared with the
splaine function’s solution and the maximal error is
107,

For testing the conservative averaging method also the
exact solution of the 1-D IBV problem is found and the
maximal error between the mentioned problem and the
splaine function’s solution, in this case, is 0.01334.
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Scientific Bases for Stock Market Fiasco
Forecasting Technology with Use of Information
Space Entropy

Vasily Karasev

IPME RAS, Intelligent Integrated Systems
of Automated Design Laboratory

Saint-Petersburg, Russia

Abstract - The article contains a theoretical study and
description of general algorithm for predicting a stock
market fiasco caused by non-financial and other factors.
Market fiasco is considered as non-periodical, sudden and
random event which can arise due to the many latent
reasons. Methods of technical and fundamental analysis are
useless to solve this problem, therefore, the use of systems
analysis methods is proposed. The author’s idea is the
numerical calculation of search queries entropy as a part of
global information space. Decrease in the Renyi’s entropy,
associated with rapid grow search queries, containing key
terms from the subject area, indicates the possible stock
market fiasco in the near future. This article presents an
algorithm for the dynamic calculation of Renyi’s entropy,
allowing predict rare events which are not reflected in
statistical data (or frequency of their realizations is too
small). The method and algorithm can be realized in trade
information systems and decision-making systems in
economic sphere.

Keywords - Stock market, uncertainty, risk, forecasting,
fiasco, collapse, Renyi entropy, information space,
frequency, algorithm, technology.

1. INTRODUCTION

The recent events, dramatic for the global economy,
highlight a number of systemic problems in the area of
management, forecasting, data analysis and decision
making. There is an necessity to develop new effective
technologies for forecasting and risk management in
economic systems that can predict the emergence of
"black swans" [1], i.e. rare and unpredictable events which
were not reflected in historical data for past years within
the foreseeable time horizon.

Ekaterina Karaseva

State University of Aerospace Instrumentation, Institute of

Entrepreneurship Technologies, Department of

Entrepreneurial Information Technologies,
Saint-Petersburg, Russia

To mitigate the consequences of the stock market
fiasco (to reduce the loss of resources) or try to avoid them
we need to predict this undesirable event in advance.
Development of information technology for forecasting
the market fiasco (market failure, market shock) is very
promising project and this allows us to reduce uncertainty
[2] and be ready in the future for a sudden market collapse
with change in the structure of economic relations.

Il. THE PROBLEM OF MARKET FIASCO
FORECASTING BY TRADITIONAL METHODS

There are a large number of tools [3] which allow
predict economic parameters, many of them are based on
time series analysis [4] and the hypothesis of the stationary
time series.

On the charts of prices and returns, we can sometimes
observe bursts, price jumps, which are described as
random outliers (or market shocks). Stabilized period
follows after such extreme change of values, then, the
process of changing the values becomes stationary again.

During the market fiasco (collapse, market shock), a
surge is observed on the price and yield charts - a rapid
increase or decrease of the parameter (price jump), then
long transition process is, and then either a process is
slowly diminish, or, in most cases, the market comes back
to a conditionally stable state and the time series become
periodical and stationary again.

Such surge and the following stabilization period are
modeled by the logistic curve (sigmoid) [5], which is
given by the function:
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Mf (xo)
(M—f(x0))e~"*+f(xo)’

fGx) = (1)

where: e is natural logarithm (Euler's number), f(Xo) is
the function value at initial time (f(xo) =0), r is the logistic
growth rate (steepness of the curve), M is maximal growth
value.

We can predict changes in economic parameters
during the market fiasco if parameters f(xo), M, r are
correctly determined before. However, we can determine
parameters of logistic curve by a posteriori analysis when
the market has already collapsed and we know the peak
values, amplitude and duration of the surge. For the
market fiasco forecasting, such analysis is useless,
because each stock market fiasco is caused by particular
reasons and has individual evolution scenario.
Accordingly, the values of r and M are unknown before
the collapse.

For predicting of random events, such as a stock
market fiasco, which realize due to the influence of
unidentified latent factors in time, traditional methods,
based on time series analysis, are not suitable.

Fundamental analysis [6] is also useless here, since
financial and production indicators are used only while a
market fiasco can realize due to many random and
unpredictable events, including events of non-financial
nature.

I11. ENTROPY AND ANALYSIS OF INFORMATION
SEARCH QUERIES SPACE

A complex non-trivial problem can be solved by
interdisciplinary approach [7], based on the methods of
system analysis, applied to large amount of initial data
(BigData).

The authors' idea is to develop a technology for
predicting the stock market fiasco (collapse) based on the
numerical calculation of the information space entropy,
and, more specifically, search queries entropy.

Information space is a set of databases, which includes
publications from accredited mass media, the content of
information sites, blogosphere and social networks.

Entropy is a measure of the uncertainty of a system [8].

In our interpretation, the information space entropy
describes the uncertainty of the content of publications in
the media and the blogosphere, and the variability of their
themes.

In a stable period with low volatility, the media inform
us about a variety of topics, variability and entropy are
high. If large problems appear and the volatility stock
market increases, media is paid more attention to these
problems, therefore, the media content has similar topics,
variability decreases, entropy also decreases. The
increased frequency of same terms in different media
sources makes the content more predictable.
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Information Space Entropy

The methodology for calculation the index of
economic policy uncertainty EPU [9, 10, 11] is based on
the frequency of certain key terms. The EPU is a set of
indices that are important factor influencing on choice an
investment strategy [11]. The set includes the world index,
countries and regional indexes. Also, local indexes can be
defined, for example, for a specific region. EPU values are
also lagging in time because they are determined by a
posteriori analysis of press publications, when undesirable
event have realized. Since the world EPU index are
calculated monthly, the delay in the value is about a
month.

The information space structure can be presented,
generally, as two fundamental units: information field and
information flows. Information field is a set of databases
(data storages) but information flows are set of inquiries
and set of corresponding responses.

We can estimate the probability of a stock market
fiasco a priori by analysis of search queries in the
information space. In [12] authors studied the relationship
between the sentiment of messages in the Internet
(publications in the media and social networks) and
changes in the yields of specific stocks. Data about 3238
stocks was used from 2005 to 2009. The authors observed
the relationship between the number of publications (and
the number of discussions) and the trading volume but
stocks of different companies demonstrate different
sensitivity to the tone of publications (airlines are more
sensitive to the tone of the media, IT companies are less
sensitive). The authors emphasize, if we apply strategies
based on the analysis of publications in the media, blogs
or social networks, these strategies provide the best results
on short forecast horizons because the market quickly
responds to news [13].

The Google Domestic Trends tool allows predict
market fiasco using analysis of popular search queries
[14].

Forecasting other events, leading to the market fiasco
and caused by non-financial reasons (for example, the
spread of a viral infection) is also possible for short
horizon