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Abstract. The smart farming solutions are mainly based on the 
application of convolutional neural networks for object 
detection tasks. The number of open datasets is restricted in 
the agricultural domain. Therefore, it is required to find the 
answer to the question: how big a dataset must be collected to 
train a convolutional neural network for object detection 
tasks? To solve this task, the YOLOv8 framework was 
selected for the experiment. Three datasets were prepared: 
MinneApples, PFruitlets640 and mosaic dataset using both 
previously named datasets. 100 images were selected for 
testing. Other images were used to create training datasets, 
which had the size from 100 until 1000 images with step 100 
images. Training was repeated 10 times with each size of 
dataset. The experiment showed that the increase of dataset 
from 100 to 500 images provides an accuracy growth up to 
15.48% mAP@0.5, but from 600 to 1000 images - only 2.98% 
mAP@0.5. This study experimentally proves that the dataset 
size equal to 500 images is the most efficient. Meanwhile, the 
experiment with the mosaic dataset shows constant accuracy 
improvement. Therefore, it is more advisable to collect 
different classes with 500 images than one large dataset. This 
study will be interesting not only for smart farming experts as 
well as for all machine learning experts. 

Keywords: artificial intelligence, deep learning, precision 
farming, YOLOv8. 

I. INTRODUCTION 
Precision farming is a management strategy with the 

goal to improve productivity, resource usage efficiency, 
quality and profitability of the food industry and  
sustainability in the agricultural sector [1]. To achieve the 
goal of precision farming, a wide range of tools can be 
applied starting from sensors to acquire information in real 
time until artificial intelligence (AI), which can be used to 
make assessments of data and automatic decisions based on 
aquired data. If the sensors and IoT are applied to collect 
data, then AI can be used to generalize them, find 
correlations and automatically analyze acquired data. The 
accuracy of the artificial neuron networks highly depends 
on the amount of data, which was used during the training 
process. In the scope of this article, experiments were made 

with the goal to find the optimal size of agricultural 
dataset for object detection using YOLOv8 architecture. 

YOLOv8 [2] (You Only Look Once version 8) is an 
object detection architecture, which is a continuation of 
the YOLO family models, which are known for their 
speed and accuracy. One of improvements in YOLOv8 
architecture is its enhancement for small object 
detection [3], which are quite often use-case in 
agricultural datasets. The detectable objects may be 
quite small, such as flowers, pests, small fruits like 
cherries [4]. The authors of the article “Small pests 
detection in field crops using deep learning object 
detection” [5] compared several versions of YOLO 
architectures. Their experiment showed that YOLOv8 
provided the best results of 84.7% mAP. 

The property of YOLOv8 is its ability to perform 
object detection in real time. As well as, YOLOv8 can 
work with several classes of objects at the same time 
and mark placement of detected objects. That is 
essential for smart agrobot development, because 
manual imagining is a cost-ineffective approach. 

As stated before, in many cases the variation of 
cultivars may affect training results. For example, apples 
have more than 7500 different cultivars [6]. Same 
applies if we look at the regional scale as well. Each 
global region will have different fruits and vegetables 
cultivars compared to another region in the world. 
Considering the seasonal limits, when a dataset can be 
collected, the resulting amount of available datasets that 
can be used for training is highly limited.  

Currently a large number of challenges still exist in 
the way of implementing AI solutions in agriculture 
such as insufficient research or security from cyber-
attacks, or dependency on technology in general [7]. 
One of mentioned challenges relevant to this article is 
stakeholders’ and owners’ requirements for the high 
precision of AI and solution suitability to their farm 
ecosystems. To overcome this challenge it is important 
to study more about the rapid development of artificial 
intelligence. The big part of preparing an AI model for 
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usage in real-life situations is related to a dataset collection 
and its preprocessing. Based on that, the task to find out the 
optimal size of dataset for the agriculture domain is a good 
starting point to solve the defined challenge.  

If the situation with general object detection in 
agriculture is salvageable with an increased number of 
specialists for collecting general images for datasets, then 
the situation with more specific objects is much more 
complex due to limited expert number or sample 
availability. E.g. there is a lack of datasets in the field of 
plant diseases [8]. The disease has several stages of 
maturing, and for the different types of fruits and 
vegetables, the disease will be visually different. 

Precision farming and artificial intelligence usage in 
farming is hindered by real life elements, mainly, by the 
low number of datasets which can be used for training. 
Fruits and vegetables are usually harvested once per year, 
therefore the time frame to collect images for the dataset is 
limited. If by any chance a time period is missed or errors 
are made during data collection, the next opportunity is only 
the next period of maturity of the studied fruits or 
vegetables. After images are collected, then a dataset is 
prepared for training. The annotation of images is done 
together with an image discarding, which are damaged, blur 
or contain other visual distortions. In summary, the 
preparation of an agricultural dataset is a monotonic and 
time-consuming process. As a result of that the question 
appeared “How many images in the dataset is enough to 
train an efficient object detection prototype?”.  

Summarizing the previously stated, the collection and 
annotation of a large training dataset is time consuming 
process, which is limited by time frame, when it is possible 
to photo the flowering, maturing or any other phase of 
growth of fruits or vegetables, that may be only a week or 
even less. If time to collect data is missed, the next chance 
may be only provided in the next season. Considering these 
factors, the study questions are “Is it more efficient to 
collect more, but smaller datasets for training is better?“ or 
“What is the optimal size of dataset for the agricultural 
domain?”. 

The aim of the study is to identify the optimal size of 
agricultural dataset for the CNN training using the YOLOv8 
framework. 

The experiment was performed using three datasets: two 
datasets were publicly available datasets and the third was 
generated using vertical mosaic augmentation. The mosaic 
augmentation represents the merging of 2 or more images 
into a single image. The importance of mosaic 
augmentation was mentioned in an article about YOLOv4 
architecture [9], where it was proven that mosaic 
augmentation improves average accuracy of trained CNN. 
The additional influence of mosaic augmentation is an 
artificial increase of training dataset. And mosaic 
augmentation was added to all later YOLO family 
architectures.  

II. MATERIALS AND METHODS 
Datasets: in the experiment three datasets were used for 

training, validation and testing. Two public datasets were 
applied: MinneApple [10] and PFruitlets640 [11]. The third 
dataset was generated from two mentioned datasets. 

The first dataset which was selected for the 
experiment is MinneApple. It consists of 1308 images 
and over 41000 annotations. The dataset contains 
images of apples (see Fig. 1). The images were cropped 
into size of 640x640 without any alterations to bounding 
boxes to preserve the dataset compatibility with other 
experiments.  

 

 
Fig. 1 MinneApples [10] 

PFruitlets640 consists of 1455 annotated images of 
pear fruitlets (see Fig. 2). The images are already 
prepared for training using YOLOv8, therefore the 
images have size equal to 640x640. The object of 
annotation in this dataset is pear fruitlet, which visually 
looks similarly to apples from MinneApple dataset.  

 

 
Fig. 2 PFruitlets640 [11] 

The mosaic dataset was created using MinneApples 
and PFruitlets640 datasets. It consists of 4544 images 
with bounding boxes. To create this dataset, original 
datasets, MinneApples and Pfruitlets640, were 
automatically cut and merged by vertical axis in the 
middle of the images (see Fig. 3). The labels consist of 
two classes: apples and pear fruitlets. 
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Fig. 3.Mosaic dataset 

CNN training: YOLOv8n model [2] was applied in this 
experiment.The experiment was conducted on a GPU 
NVIDIA RTX 4070Ti. 

Training was done using three datasets:  

● PFruitlets640 - 1455 images; 
● MinneApples - 1308 images; 
● Mosaic dataset was created from two previous 

datasets - 4544 images. 

100 images of each dataset were selected for the testing 
datasets for later usage after training, the rest of images was 
left for training and validation. In the experiment, it was 
important to test the precision on similar images changing 
the size of the training dataset.  

The starting size of training and validation datasets were 
100 training images and 30 validation images, which were 
selected using a random shuffle method in Python script. 
The YOLOv8n was trained 5 times. After finishing training, 
a new dataset was created with an increased number of 
images in the training dataset and validation set. Increases 
of datasets were  +100 images in the training dataset and 
+30 images in the validation dataset. It was continued until 
the size of the training dataset and validation dataset 
reached 1000 training and 300 validation images. Same 
steps were repeated for all 3 used datasets, if that was 
possible. MinneApples dataset was not big enough to 
facilitate training steps with 1000 training and 300 
validation images. 

After finishing the training phase of the experiment, the 
testing phase was done by selecting the best trained model 
for each datasets, which were used to test training results on 
separated datasets with 100 images. The separate datasets 
were not used in the training or validation stages, they 
provided the most accurate testing results. The achieved 
results were used in discussion. 

III. RESULTS AND DISCUSSION 
Three datasets were used to determine the optimal size 

of agricultural dataset for CNN training, validation and 
testing. If we look at achieved training results (see Tab. 1.), 

it can be seen that the larger size of dataset provides the 
better accuracy results. E.g. MinneApples dataset 
provided accuracy mAP@0.5 of 66.41% in the case of 
100 training images. Trained models using PFruitlets640 
dataset achieved the worst result at mAP@0.5 of 
61.49% and trained models on Mosaic dataset created 
by combining both previously named datasets achieved 
mAP@0.5 of 69.78% at the same size of dataset. 

The largest size of the dataset was selected to be 
1000 images in the training dataset. Due to the 
limitations of MinneApples dataset, which contained 
only 1208 images, the accuracy results for 1000 images 
are not provided in Table 1. The maximal training size 
of MinneApples was 900 images, which provided 
mAP@0.5 of 83.05%. Models trained on PFruitlets640 
achieved mAP@0.5 of 83.29% with a dataset size of 
1000 images. At the same size of dataset (1000), Mosaic 
dataset’s models achieved the best result of mAP@0.5 
equal to 86.76%, which is the highest precision among 3 
datasets used in the experiment (see Fig. 1).  

If we look at the experiment results in Fig. 4, then on 
Mosaic dataset provided the best trained models in 
general, with the highest mAP@0.5 of 69.78% for 
training datasets size of 100 images and mAP@0.5 of 
86.76% for training dataset size of 1000 images. 

TABLE 1. EXPERIMENT RESULTS (MAP@0.5) 

 

The main goal of this study was to find out the 
optimal size of a dataset for agricultural model training. 
As such it is important to look at the difference of 
precision of models with different training dataset sizes. 
In Tab. 1, the rows “1000-500” and “500-100” depict 
the accuracy improvements, which were achieved 
increasing the datasets from 100 to 500 and from 500 to 
1000. Based on the experiment results, it can be 
calculated that the increase in mAP@0.5 for dataset 
MinneApples from 100 to 500 images was 13.54%, 
while mAP@0.5 increased only by 3.1% in the range of 
dataset size from 500 to 1000 images. The similar 
results were achieved in the case of PFruitlets640 
dataset, where the precision improvement, from 100 to 
500 images, was 19.14% at mAP@0.5. Meanwhile, 
from 500 to 1000 images, the increase of mAP@0.5 for 
PFruitlets640 was only 2.65%. In the case of Mosaic 

Dataset size MinneApples Mosaic PFruitlets640 

100 0.66414 0.69786 0.61492 

200 0.71610 0.75534 0.67192 

300 0.74449 0.80103 0.73231 

400 0.75954 0.81256 0.78092 

500 0.79957 0.83565 0.80640 

600 0.80833 0.84265 0.82048 

700 0.81587 0.85096 0.82126 

800 0.81807 0.85503 0.82440 

900 0.83060 0.86304 0.82760 

1000 - 0.86763 0.83294 

1000-500 0.03103 0.03198 0.02655 

500-100 0.13542 0.13780 0.19148  
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dataset, the increase of precision from 100 to 500 images 
was 13.77% at mAP@0.5, while the increase was 3.19% in 
the range from 500 to 1000 images. 

Based on previously looked data, it was shown that the 
models trained on Mosaic dataset provided the best results 
among all sizes of datasets that were used. Taking in 
consideration that, Mosaic dataset provided the best training 
results in general, it will be applied to calculate the mean 
increase of precision to compare it with the training results 
of MinneApples and PFruitlets640 datasets (see Tab. 2). 

TABLE 2. ACCURACY IMPROVEMENT PROVIDED BY MOSAIC 
AUGMENTATION 

Dataset size Mosaic-
MinneApples 

Mosaic-
Pfruitlets640 Mean 

100 0.03372 0.08294 0.05833 

200 0.03923 0.08342 0.06133 

300 0.05655 0.06872 0.06263 

400 0.05301 0.03164 0.04233 

500 0.03609 0.02925 0.03267 

600 0.03432 0.02217 0.02824 

700 0.03509 0.02970 0.03239 

800 0.03696 0.03063 0.03380 

900 0.03245 0.03544 0.03394 

1000 - 0.03468 0.03468  

 

Data shown in Tab. 2 are calculated considering the fact 
that the Mosaic dataset provided the best training results. In 
the case of column “Mosaic minus MinneApples” of Tab. 2, 
where the accuracy improvements by mosaic augmentation 
are provided in comparison with MinneApples dataset, data 
shows an increase in the range from 3.24 % until 5.65%. 
Next column (Tab. 2, Mosaic minus Pfruitlets640) shows 
comparison of Mosaic dataset and PFruitlets640 dataset 
results. Increase of accuracy in the case of Mosaic dataset 
provides a wider range from 2.21% to 8.34%. Using the 
acquired data, the mean accuracy improvement was 
calculated (Tab. 2, Mean). The highest increase in accuracy 
is seen at the dataset sizes: 200 images (6.13% of 
mAP@0.5) and 300 images (6.26% of mAP@0.5). The 
improvement of accuracy is increasing up to 300 images 
and from this point the accuracy starts to decline (Fig. 5) 
until it reaches the lowest point of 2.82% mAP@0.5 at a 
dataset size of 600 images. After this point, accuracy 
increase per dataset size is stable around 3%. 

 
Fig. 4. Dataset accuracy comparison 

 
Fig. 5. Increase in accuracy using the mosaic augmentation 

IV. CONCLUSIONS 
In this article, the optimal size for agricultural 

dataset was experimentally identified for training object 
detection CNN. The experiment was completed by using 
the YOLOv8n model and several public datasets. 

The objective of this experiment conducted during 
the writing of this article was to determine the optimal 
size of agricultural dataset for YOLOv8n architecture 
training. To achieve this goal two public datasets, 
Pear640 and MinneApples, and Mosaic dataset, created 
by using both public datasets, were used in experiments. 
To determine the optimal dataset size, CNN models 
were trained using YOLOv8n on randomly selected 
images from starting datasets. Dataset size was in the 
range from 100 images until 1000 images in the dataset 
with step of size 100 images. Experiment results showed 
that the biggest increase in accuracy was achieved with 
dataset size of 500 images, for MinneApple dataset: 
13.52% mAP@0.5, for PFruitlets640 dataset: 19.14% 
mAP@0.5 and for Mosaic dataset: 13.78% mAP@0.5. 
In comparison with dataset increase from 500 images to 
1000 images accuracy increase was smaller, for 
MinneApple dataset: 3.1% mAP@0.5, for PFruitlets640 
dataset: 2.65% mAP@0.5 and for Mosaic dataset: 
3.19% mAP@0.5. 
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