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Abstract. This article offers an original ISAR imagdassification procedure based on Mamdani fuzzy irdece system
(FIS) dedicated to compute multiple results eachrraifferent type of analyzing criteria. The modefirand information
analysis of the FIS are developed to draw a genarahclusion from several results each produced bgssiification from
neural network. Simulation experiments are carriedit in MATLAB environment.
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I. INTRODUCTION specific database of models after the optimization

For all Inverse Synthetic Aperture Radar (ISAR) procedures of the ISAR image. One neural network is
systems high performance and better imagedesigned to classify the object in the ISAR image b
reconstruction technologies are vital. An oppottuni its size (small, middle or big). Another - computithe
for improved information analysis in that area is jets position (rear, wing or integrated in the fage),
suggested to be the development of better algosithmthird — comparing the image with database of 16
for recognition of the various flying objects. Tolse aircraft models. Fourth comparison is made for
the classification problem after the optimization contour of the ISAR image with a database of 16
procedures of a radar image a fuzzy logic algorithmaircraft contour models. The fifth neural netwasKar
can be used to maximize the recognition rate whilecontour ratio comparison evaluating the numbehef t
controling the error rate [1], [2]. Fuzzy logic che  corresponding pixels with the contour images
applied also to the identification "friend-or-foe" database. Each neural network can be developed in
airplanes using hybrid algorithm combining fuzzy MATLAB environment in order to produce a result
neutral network with a probability factor. A hybrid value between zero and one.
algorithm combining fuzzy neutral network with The linguistic variable is a main term in the fuzzy
probability factor (FNNP), multi-level fuzzy logic and is described a variable, witch value riegia
comprehensive evaluation and the Dempster-Shafeset of verbal characteristics of a feature [7].
(D-S) theory can be implemented too [3]. Building a system for making a final decision based

In other fields of science the determination of the on fuzzy logic.
specific rules in classification system with fuzagic The tools of fuzzy logic allows the use of two
can solve problems in the classification of vesselsapproaches to implement a system for decision.
caused by the insufficient amount of information on Various membership  functions - functional
one SAR channel [4].Nowadays theimproved relationships that determine the way in which each
modeling and information analysis of ISAR systemspoint of entrance area (input variables) form the
are developed by implementation of detailed 3D rhode baseline background (degree of affiliation) witkie
of observed flying object [5]. The neural network range of zero to one for the membership functidns o
procedures can be applied to classify differentufes  the output variables.

of the objects in the ISAR image as well as to carap In this fuzzy inference system the use of
the ISAR images with some known aircraft models in membership functions of Gaussian type are chosen,
a specific database [6]. subject to the following factors: the specificitf o
recognition of images; universality of applicatioh
. PRECONDITIONSAND MEANS FOR Gaussian functions; availability of similarity inagkel
RESOLVINGTHE PROBLEM airplanes; evenness of the form; pronounced
Preconditions. maximum; values other than zero for all points.

A specific experimental arrangement is developedGaussian curves are subdivided into two types
for the proposed algorithm of fuzzy inference syste according to their form: a simple Gaussian curvé an
for ISAR image classification. The arrangementthe two-way combination of two different Gaussian
consists of five neural networks each working véth
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curves. Similar to them is the function of belorggof The aggregation function for the results is sebkcte
type "bell* defined by three parameters (Fig. 1). to be one that would seek the maximum value in each
' ' i " membership function to the input fuzzy variables.
Given that demand maximum similarity to a
reference model is characteristic for each of thiét b

1

o and trained neural networks function is selected to
0.5 form the final result the type "largest of maximuas'
a defuzzification. The Described parameters of
0.25 demand system for decision making with fuzzy logic
are applied in the implementation of fuzzy logic
0 : , : : I summarizing the results of the neural networks.
0 2 4 6 8 10 The system is built with the tools of Matlab and is
aaussmi, P = [2 31 depicted in Fig. 2.
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0.75 Fig. 2. Block diagram of the system for decisiorking by means

of the Mamdani method, built in Matlab.
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The input variables on the left side of the system

are five corresponding to each of the five neural
networks used to classify the object in the resglti
image of ISAR. Each of these input variables is enad

0.25

0 2 4 6 8 10 of such membership functions as are the classtm of
“be"m(g)r" =R46 outputs of the neural network. The output variable
Fig.1 Graphical description of the functions ofdsaging to the synthesis of all the rules applied to the inpufateles
Gaussian distribution - plain (a) combination (b}l dype "bell" and is the object of recognition that best satistiese
©. fuzzy rules.

The chosen shape of the curve membership
function to each fuzzy set is Gaussian combination
membership function. The results of the first neura
network should fall within three fuzzy sets defirted
the functions of belonging in the range of 0 tca8,
sectors 0-1, 1-2 and 2-3 are distributed in theesam
sequence as the output values of the first neural
network (small, middle and big). The specific foofn
these functions is tailor made to take maximum spac
in the range 0-3 to fall into the fuzzy sets higher
percentage results from the input value. The shape
responds to the need with the increase of the
coefficient of similarity between the subject and a
reference model (object size) to increase the @egfre

proposed in this thesis was chosen method oPeIonglng to the elements of the fuzzy set (Fig. 3)

: . ! Similar are the parameters of input variable fer th
Mamdani. This method is preferable to the methoq .Ofresults of the second neural network, analyzing the
Sugeno because the demand system for decisio

n_ .. . . LT
making with fuzzy logic and the specifics of outasm position of engine for the object of recognition,
in identifying, are corresponding with the because here the neural network result is desitmed

characteristics of this method. have three values again. For input variable with th

The degree of membership of an object to the
structure of fuzzy membership functions is detesdin
by the value of membership ranging from zero to. one
Thus the membership function associated with ayfuzz
set of inputs, is used to position the output vatuine
corresponding area of the membership.

Mamdani's method is commonly used method for
decision-making with fuzzy logic [8]. The method is
based on the classic staging of Lotfi A. Zadehl[Y,

In Mamdani the output membership functions are
expected to be fuzzy sets. After a merging of the
different results is necessary fuzzy set for eadput
variable to be converted to a number.

To form a final decision in recognition system
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result of the recognition of the object in his thic membership functions of each model for comparison.
silhouette 16 fuzzy sets are created corresponding The shape is consistent with the selected fundtion
the number of reference solid models in the thirdsummarize the results that is formed by the maximum
neural network. value in each membership function of the input yuzz

variables.
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The same logic

first reference model, 1-2 - the second, etcnfijlihe
interval 0-16 (Fig. 5).

is applied with Gaussian

. ) . . . Fig. 6. Diagram of membership functions with Gaassi
combination membership function and spaces with ajistribution type "bell’ fuzzy sets of the outputariable

maximum surface area, respectively, membershipcorresponding to the number of reference modeld Gseobject
functions results in ranges 0-1 on the outcomehef t recognition in various indicators.

The set of rules necessary for the operation of the
Analogous is the structure of input variables Systém is composed of 32 rules divided into 2 gspup

corresponding to the result for contour of the obje the weight of every rule of the groups is equairie.
and the result for the contour ratio comparison FOf the first set of rules for each reference model

produced from the dedicated neural networks fodr an @reé selected functions of fuzzy sets of input Vaes
five. In this scientific work they are not descibim  that describe it in its relevant characteristicae(s
detail. engine position, solid shape, contour, the numlfer o

The output fuzzy variable is made up of fuzzy sets,matched pixels to the total number of pixels foz th

broken again in the range 0-16, given the objectisé outline model) as described classes at the output o
database that seek similarities to object recagniti each of the neural networks. The operation usethér

The membership functions with the Gaussian vVarious fuzzy sets which are obtained for eaclegon

distribution of type "bell" are aimed to summarae  for comparison is a logical "AND" to reflect the
maximum the results of the input variables, clésgif intersection of these fuzzy sets and to comply it

by the rules. Membership functions for the fuzzisse the result of each neural network. Rules are 16 in
of the output variable are shown in Fig. 6. The Number and one of them is used for example:

particular form aims to distinguish in maximum the
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(1.) (Size=="big") n (Jet possition=="wing“) N 1 Size of the target Jet position
(Solid shape=="C-130 H")n (Contour=="C-
130 H*) n (ContourRatio=="C-130 H") => ost
(Object=="C-130 H")

08

06} 06

7 &( rlet) & ) & (Contour==7) & (Ci 7) => (Arcraft=7) (1)
8. & )& 0 & (Contour==8) & (C = (Arcraft=8) (1)

5 a( 8 & (Contour==9) & (C = (Arcrated) (1) 0.4
10. & & & (Contour==10) & (ContourRatio==10) => (Arrcraft=10) (1)
11. (Size==Big) & (JetPostion==\WingJet) & (AlPixeis==11) & (Contour==11) & (ContourRatio==11) => (Aircraft=11) (1)
12. (Size==Big) & (JetPostion==\WingJet) & (AlPixeis==12) & (Contour==12) & (ContourRatio==12) => (Aircraft=12) (1) 0.2¢
13. (Size==Big) & (JetPostion==\WingJet) & (AlPxels==13) & (Contour==13) & (ContourRatio==13) => (Aircraft=13) (1)
14, (Size==Big) & (JetPosttion==\WingJet) & (AlPxeis==14) & (Contour==14) & (ContourRatio==14) => (Aircraft=14) (1)
15. (Size==Big) & (JetPosttion==\VingJet) & (AlPxels==15) & (Contour==15) & (ContourRatio==15) => (Aircraft=15) (1) 0 0

16. (Size==Big) & (JetPostion==Rearlet) & (AlPxeis==16) & (Contour==16) & (ContourRatio==16) => (Arcraft=16) (1) Small Middle Big WingJet RearJet BuiltinJet
17. (AWPixeis==1) | (Contour==1) | (ContourRatio==1) => (Aircraft=1) (1)

(APuels==3) wCun(uurnb‘lConXourRam- -HAIrH‘, Found concurent pixels in filled image  Found concurent pixels in contour image
20, (AWPels==4)| (Contour==4) | (ContourRatio==4) => (Arcraft=4) (1) 1 e 11—

21. (AlPixels==5) | (Contour==5) | (ContourRatio==5) => (Aircraft=5) (1)
2. (AWPixels==6) | (Contour==6) | (ContourRatio==6) => (Aircraft=6) (1)
23. (AWPiels==T) | (Contour==7) | (ContourRatio==7) => (Aircraft=7) (1) 08 08
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Fig. 7. Fuzzy system rules for decision making psscof a @)
system with fuzzy logic simulated in Matlab. ContourRatio comparison

The second group of 16 rules are designed to treat 08
the results of neural networks that specify the
similarity of objects with specific reference modes.
these are three neural networks (Solid shape, @Gonto 0.4
and ContourRatio). In the rules the logical opearato
"OR" is used for operation between the selectedyfuz
sets, thereby to address potential similaritieshjécts 0 234567 8910123141515
with different reference models in various indicatof (b)
comparison (Fig.7). According the description, skeé Fig.8. Graphically expressed results of the prooeddor

- L recognition. Score 1.76 (b) is connected to thewutariable with
of 16 rules adopted inthat group can be explamﬁd, the number 2. The object in that case is recognaethe plane

06

02

the example: Rafale.
(2) (SO|Id shape — “Rafale“)u (COﬂtOUI‘ — 1 Suero.m] JetPositon =299 MPuels:ﬂI] cm»:us] Comwrﬂaucﬂ;i Amaﬂ:(.ls‘
Rafale) U (ContourRatio ==" Rafale") => 2(Z ] ] ] ] ]
=> ( Object ==* Rafale*“) : J] f } J] l
_ _ o s = I } e
The described fuzzy inference system is aimed to 7 1 1 - ) ) | ‘
summarize the results of five neural networks tiaae : f }
output variables of different nature, to put thetést s } = j
result as a digital value corresponding to the g } } !
combination of degrees of matching the object of " & ) ) ] ‘
recognition with the different reference models. nE=— } | : f
1 ] [ ] ] ] L ]
ll. RESULTS AND DISCUSSION - } @
. . . 20 ] ]
Numerical experimental results of observed object ] 1 ] CT
classification by neural networks and deciding uig®n : | J] j
recognition using fuzzy logic. " } ] } —] -
The results of numerical simulation experiment of % ] 1 ] i ——
observation with reference model aircraft Rafale is | o } | (e
described on Fig. 8 as follows: B } } } | =
- In sectjon (a) is illustrated the neural networks g; } : 1‘ } | .
operation;
— Insection (b) is is depicted the result of decisio P s (PSS ([ l‘ﬂﬂﬂ
making process with fuzzy inference system
(FIS), the Resty = | = l
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